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•What is there to be explained about the glass 
transition and the viscous slowing down of 
relaxation?

•Are there growing characteristic lengths associated 
with glass-forming behavior?

•Theoretical approaches: in search of an effective 
theory and an appropriate order parameter.
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What is there to be explained 
about the  glass ‶transition″ ?
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Selected aspects of recent progress in the study of supercooled liquids and glasses are presented in this review.
As an introduction for nonspecialists, several basic features of the dynamics and thermodynamics of supercooled
liquids and glasses are described. Among these are nonexponential relaxation functions, non-Arrhenius
temperature dependences, and the Kauzmann temperature. Various theoretical models which attempt to explain
these basic features are presented next. These models are conveniently categorized according to the temperature
regimes deemed important by their authors. The major portion of this review is given to a summary of
current experimental and computational research. The utility of mode coupling theory is addressed. Evidence
is discussed for new relaxation mechanisms and new time and length scales in supercooled liquids. Relaxations
in the glassy state and significance of the “boson peak” are also addressed.

I. Introduction

In spite of the impression one would get from an introductory
physical chemistry text, disordered solids play a significant role
in our world. All synthetic polymers are at least partially
amorphous, and many completely lack crystallinity. Ordinary
window glass is obviously important in building applications
and, in highly purified form (vitreous silica), is the material of
choice for most optical fibers. Amorphous silicon is being used
in almost all photovoltaic cells. Even amorphous metal alloys
are beginning to appear in technological applications. Off our
world, the role of disordered solids may be equally important.
Recently, it has been argued that most of the water in the
universe, which exists in comets, is in the glassy state.

Liquids at temperatures below their melting points are called
supercooled liquids. As described below, cooling a supercooled
liquid below the glass transition temperature Tg produces a glass.
Near Tg, molecular motion occurs very slowly. In molecular
liquids near Tg, it may take minutes or hours for a molecule
less than 10 Å in diameter to reorient. What is the primary
cause of these very slow dynamics? Are molecular motions
under these circumstances qualitatively different from motions
in normal liquids? For example, do large groups of molecules
move cooperatively? Or are supercooled liquids merely very
slow liquids?

In this article, we describe selected aspects of recent progress
in the fields of supercooled liquids and glasses. Section II
describes several basic features of the dynamics and thermo-
dynamics of supercooled liquids and glasses. We have at-
tempted to summarize enough material in this section so that
readers with no previous knowledge of this area will be able to
profit from the later sections. Section III describes various
theoretical models which attempt to explain the basic features
of section II. Here our goal was not to review the most recent
theoretical work, but rather to describe those approaches

(whether recent or not) which influence current research in this
area. Section IV describes areas of current experimental and
computational activity. Most of the material in this section is
organized in response to five questions. These questions are
important from both a scientific and technological viewpoint;
the answers can be expected to influence important technologies.

Because this is a review for nonspecialists, a great deal of
exciting new material could not be included. We refer the
interested reader to other recent reviews1 and collections2 which
will contain some of this material and offer other perspectives
on the questions addressed here.

II. Basic Features of Supercooled Liquids and Glasses

What Are Supercooled Liquids and Glasses? Figure 1
shows the specific volume Vsp as a function of temperature for

* To whom correspondence should be addressed.
X Abstract published in AdVance ACS Abstracts, July 1, 1996.

Figure 1. Schematic representation of the specific volume as a function
of temperature for a liquid which can both crystallize and form a glass.
The thermodynamic and dynamic properties of a glass depend upon
the cooling rate; glass 2 was formed with a slower cooling rate than
glass 1. The glass transition temperature Tg can be defined by
extrapolating Vsp in the glassy state back to the supercooled liquid line.
Tg depends upon the cooling rate. Typical cooling rates in laboratory
experiments are 0.1-100 K/min.
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One of the most spectacular phenomena in 
all of physics in terms of dynamical range 

Frequency-dependent dielectric susceptibility 
(imaginary part) for liquid propylene carbonate 
(Lunkenheimer et al., JCP 2001)

the KWW function is more widely used nowadays, in the

authors’ experience dielectric loss data in glass-forming ma-

terials are often described much better by the CD function

�22,26,27,47�. The inset of Fig. 2 shows the temperature de-

pendence of the frequency ���1/(2����) which is virtually

identical to the peak frequency �p . Here ��� denotes

the mean relaxation time �48� calculated from ���CD

��CD�CD for the CD function and ���KWW��KWW /
�KWW��(1/�KWW) (� denoting the Gamma function� for

the KWW function. The results from the CD �circles� and the

KWW fits �pluses� agree perfectly well and are in accord

with previously published data �37,38,41–43,49�. ��(T)

FIG. 1. Frequency dependence of the dielectric constant in PC at various temperatures. The solid lines are fits with the CD function

performed simultaneously on ��. The dotted line is a fit with the Fourier transform of the KWW function.

FIG. 2. Frequency dependence of the dielectric loss in propylene carbonate at various temperatures. The solid lines are fits with the CD

function, the dotted line is a fit with the Fourier transform of the KWW law, both performed simultaneously on ��. The dash-dotted line

indicates a linear increase. The FIR results have been connected by a dashed line to guide the eye. The inset shows ���1/(2����) as

resulting from the CD �circles� and KWW fits �pluses� in an Arrhenius representation. The line is a fit using the VFT expression, Eq. �1�,
with TVF�132 K, D�6.6, and �0�3.2�1012 Hz.

6926 PRE 59SCHNEIDER, LUNKENHEIMER, BRAND, AND LOIDL

ωpeak ∼ 1

τrelax
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Dramatic super-Arrhenius temperature 
dependence of relaxation times 

(and viscosity)
Arrhenius plot of the reorientational time of 

molecular liquids [Roessler et al., 2013]

084504-7 Schmidtke et al. J. Chem. Phys. 139, 084504 (2013)

(a)

(b)

FIG. 8. (a) Ecoop(T)/E∞ versus T/E∞ obtained by fitting τ (T) data interpo-
lated by an exponential function (solid lines) for the three systems 2-methyl
tetrahydrofuran (MTHF), o-terphenyl (OTP), and propylene glycol. (b) Same
data on logarithmic scale; straight lines illustrate an exponential temperature
dependence.

secondary relaxation (β-process), and the separation of the
spectral contributions of α- and β-process and consequently a
reliable estimate of τ (T) may not be straightforward. Except
for the two hydrogen bond network forming liquids glycerol
and propylene glycol µ or m does not vary significantly, and
it is not clear so far whether there are examples of molecu-
lar glass formers which exhibit fragility between the limit of
glycerol/propylene glycol and the group of van der Waals liq-
uids like OTP.

In Fig. 12 (in Appendix D) a possible correlation between
the parameters E∞ and µ is tested. Clearly, no correlation is
found, meaning that the parameters are independent of each

FIG. 9. Correlation between the generalized fragility parameter µ and the
conventionally defined fragility index m; color code as in Fig. 7.

FIG. 10. Reorientational correlation times of the molecular liquids (for ab-
breviations see Table I) obtained by depolarized light scattering includ-
ing DM/TFPI and PCS (full symbols; present work and Refs. 16–18 and
25–27) and from our dielectric database (open symbols).11, 43–46 For the fol-
lowing systems additional data are used: OTP;14, 37–39 MTHF;34, 35 n-butyl
benzene;47, 48 iso-propylene benzene;49–51 trinaphthyl benzene (TNB).52 Vis-
cosity data (rescaled): for OTP,36 TNB,53 and propylene glycol54 (crosses);
for toluene 2H NMR data41 have been included; solid lines: fit by the current
approach (Eq. (3)).

other and we need at least another parameter in addition to
τ∞ and E∞ for describing the increase of the time constants
close to Tg. We note that based on the validity of the VFT
equation a correlation E∞ ∝ Tg/m was proposed for a series
of molecular as well as network glass formers,42 which is not
found in our data. Actually, it is difficult to test because of
the relatively small variation of m in our dataset for molecular
liquids. Accessing the high-temperature activation energy E∞
in network forming glasses such as GeO2 (Tg = 800 K) ap-
pears almost impossible. The authors restricted their analysis
to reduced temperatures T/Tg < 2.5 while, e.g., for MTHF our
present analysis covers a range T/Tg < 4.5.

Finally, we display in Fig. 10 all the data compiled by our
light scattering equipment and complemented in some cases
by the results of other techniques like dielectric spectroscopy
(partly from our group), viscosity, and diffusion. They are al-
most perfectly interpolated by applying Eq. (3). For the first
time, a complete fit of τ (T) from the boiling point down to Tg

has become possible.

IV. CONCLUSION

Combining different light scattering techniques (DM,
TFPI, and PCS), the evolution of the susceptibility spectra
has been measured for a series of molecular glass formers and
for temperatures between the boiling point (T ≤ 440 K) and
Tg. The corresponding Tg values range from 92 K to 333 K.
The time constants presented agree well with those obtained
from other techniques when available. In the case of the
low-Tg liquids a broad high-temperature interval has been
identified for which τ (T) is well described by an Arrhenius
temperature dependence. Here, structural and microscopic
dynamics have essentially merged, i.e., a two-step correlation
function is not observed any longer, and time constants down
to 10−12 s (in some cases even below) have been extracted in
a model independent way. A trend to crossover to Arrhenius
high-temperature dependence well above the melting point
is also found for systems with higher Tg and also for the

Downloaded 19 Sep 2013 to 134.157.8.33. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions
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Nonexponential and multi-step 
relaxation
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Time-dependent response/correlation function Frequency-dependent dynamic susceptibility
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Nonexponential relaxation (contd)

‶Stretched″ α-relaxation:                            (K.W.W.)φ(t) � e−( t
τ )β

χ(ω) = χ∞ +
(χ0 − χ∞)

(1− iωτcd)βcd

log 10 (!! Hz)
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Stretched relaxation 
of liquid m-toluidine 
(C. Alba-Simionesco,
2001)

Signature of a distribution of local relaxation times?
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• Phenomenon is universal 
and spectacular

• Slowing down faster than 
anticipated from high-T 
behavior

Dramatic temperature dependence of
relaxation time and viscosity

Tempting to look for a detail-independent collective explanation!Tempting to look for detail-independent, collective explanation,
BUT: no observed singularity, 

only modest supra-molecular length scale.

•Phenomenon is universal and 
spectacular

•Dramatic temperature 
dependence of relaxation time 
and viscosity

•Slowing down faster than 
anticipated from high-T behavior
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liquid

glass

Arrhenius plot of relaxation time of 
a “fragile” glassforming liquid

molecular collective ?

� �� �� �� �

Arrhenius plot of the viscosity of
liquid ortho-terphenyl
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Interlude: Explanations of slow dynamics

•‶Non-cooperative″:
Arrhenius T-dependence for 
chemical relaxation time

with a roughly constant 
activation energy E.

•‶Cooperative″:
Critical slowing down of relaxation (approaching a critical point at Tc)

✴ Diverging correlation length:

✴ Diverging relaxation time:

τ ∼ exp

�
E

T

� τ

E

ξ ∼ |T − Tc|−ν

τ ∼ ξz ∼ |T − Tc|−zν
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Interlude (contd.)

 However...
•Viscous slowing down of relaxation seems of cooperative 

(or collective) nature...

• ... But with an activated T-dependence:
e.g., empirical fit to VTF formula τ ∼ τ0 exp

�
C

T − T0

�

0.5 1
Tg/T

0

5

10

15

lo
g 1
0(
)

� �� �� �� �

molecular ? collective ?

COMMENTARY

832 nature materials | VOL 7 | NOVEMBER 2008 | www.nature.com/naturematerials

THE IMPORTANT TEMPERATURE

!ere is no consensus concerning what 
speci"c temperature characterizes 
the important collective phenomena. 
!e temperature Tg is the extrinsically 
determined temperature at which the 
time to reach local equilibration exceeds 
our patience. It is the most important 
temperature from a practical standpoint, as 
it separates the glass from the liquid. But it 
is clearly irrelevant from the standpoint of 
the fundamental physics, because its value 
depends on the rate at which the liquid 
is cooled. (Because of the extraordinarily 
strong T dependence of τα, in practice 
the rate dependence of Tg is weak.) !e 
melting temperature Tm is also irrelevant; 
it is the essence of good glass-formers 
that, when supercooled, they do not 
explore the regions of con"guration space 
corresponding to the crystalline order.

Most theories invoke an important 
characteristic temperature (see Fig. 2). 
Many envisage that a true, but in 
practice unattainable, phase transition 
would occur at a temperature T0 < Tg, 
if the experiments were carried out 
su#ciently slowly that local equilibrium 
could be maintained5–8. Presumably, this 
dynamically unattainable transition would 
be a thermodynamic transition from 
a supercooled liquid to a state referred 
to as an ‘ideal glass’. It has also been 
suggested9–11 that there is a well-de"ned 
crossover temperature, T*, at which the 
characteristic collective behaviour evinced 
by the supercooled liquid begins. !is 
crossover could be thermodynamic10, 

associated with a narrowly avoided phase 
transition (T* ≥ Tm), or it could be a 
purely dynamical onset11 of collective 
congestion. !ere is a class of ‘mode-
coupling’ theories that envisage a crossover 
temperature, Tc, between Tm and Tg at 
which the dominant form of the dynamics 
changes12. Finally, there are models and 
theories in which the only characteristic 
temperature scale is microscopic, but there 
is a zero-temperature dynamical11,13 or 
thermodynamical14 critical point, which, 
although experimentally unattainable, is 
responsible for the interesting physics.

IMPORTANT THERMODYNAMICAL FACTS

For those theories that envisage a 
fundamentally thermodynamic origin of 
the collective congestion in supercooled 
liquids, the most discouraging fact is that 
there is no clear evidence of any growing 
thermodynamic correlation length. On 
the other hand, existing experiments 
only measure the density–density (pair) 
correlation function, so if the putative 
order is of a more subtle type, perhaps it 
could have eluded detection. Attempts 
to measure multipoint correlations are 
obviously of central importance, but they 
have not been successful so far.

Conversely, there are two observations 
that are challenging for those theories 
with no fundamental involvement of 
thermodynamics. !e "rst is the famous 
Kauzmann paradox15. !e excess entropy, 
ΔS, which is de"ned as the di&erence 
between the entropies of the supercooled 
liquid and the crystal, is a strongly 
decreasing function of T from Tm to Tg 
and extrapolates to 0 at a temperature, TK, 
which, for fragile glass-formers, is only 
20–30% below Tg. Even though the crystal 
is, as we argued above, not relevant to the 
physics of the supercooled liquid, there is a 
sensible rationale for considering ΔS. Most 
fragile glass-formers are molecular liquids 
in which a signi"cant fraction of the 
entropy is associated with intramolecular 
motions. By subtracting the entropy of the 
crystal, one hopes to eliminate most of the 
contributions from extraneous degrees of 
freedom. A large change in the entropy is 
something to be taken very seriously.

!e second observation is that there is 
an empirical relation between ΔS and the 
slow dynamics5,16. Speci"cally, there seems 
to be a correlation between the decrease 
of ΔS(T) and the increase of Δ(T) with 
decreasing temperature.

IMPORTANT DYNAMICAL FACTS

!e most important experimental fact 
about fragile, supercooled liquids is the 

super-Arrhenius growth of η and τα (see 
Fig. 2). Several kinds of functional "ts to 
the T dependence of η and τα have been 
presented, each motivated by a di&erent 
theoretical prejudice concerning the 
underlying physics.

A popular "t to the data over a range 
of temperature from somewhat below 
Tm down to Tg is achieved with the 
Vogel–Fulcher–Tammann (VFT) form, 
Δ(T) = DT [T0/(T – T0)], where D is a 
"tting parameter, with its implication of 
the existence of an ‘ideal glass transition’ at 
T0 < Tg where η and τα would diverge. In a 
somewhat narrower range of temperatures, 
but with fewer adjustable parameters, 
a comparably good "t to the data is 
obtained with a power-law formula17 
Δ(T) = E0[E0/T], which diverges only at 
T = 0. A somewhat better global "t over 
the whole available range of temperature, 
but with one more free parameter than 
the VFT equation, is achieved with a form 
suggested by ‘avoided critical behaviour’ 
around a crossover temperature T* 
(ref. 10). Certainly, none of the above 
formulae "t the data perfectly, but all "t 
it as well as could be expected, so it does 
not seem possible to establish the validity 
of one over the other on the basis of the 
relatively small deviations between the "ts 
and experiment.

It is also important to realize that the 
growth of the e&ective activation barrier 
Δ(T) is neither a divergent e&ect, nor a 
small one (Fig. 1); in some fragile liquids 
(for example, ortho-terphenyl), Δ(Tg) is 
roughly 3 or 4 times its high-temperature 
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Expected collective behavior, but...
 large differences among glass-formers:

‶Fragility″
Arrhenius plot with T scaled to Tg

(Angell, 1993)
2
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Regimes of Liquid/Glass Physics
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Xtal structure
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Transport
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K g

FIG. 1: Regimes of the aperiodic condensed molecular phase
are shown, ranging between a dilute gas and a frozen glass.
Tv is the vaporization temperature, Tm the melting point.
TA represents the temperature signalling the crossover to ac-
tivated motions, which is usually but not always below Tm. Tg

is the glass transition temperature which depends on the time
scale of measurement. Below Tg the system is out of equilib-
rium and ages. TK is the Kauzmann temperature (see text).
TD is the Debye temperature which signals the quantization
of vibrational motions. Below TD/30, or so, the thermal prop-
erties of the system can be phenomenologically described as
arising from a collection of two level systems. Just above this
point, additional quantum excitations, sometimes called the
Boson peak, are present.

in energy. We call this change a “random first order tran-
sition.”

We will begin this review by discussing a small number
of key experimental signatures of the glass transition in
Section II. In Section III, we construct the microscopic
picture of the glassy state and the transition to it from a
supercooled liquid, following the random first order tran-
sition theory. A variety of temperatures characterizes
glasses and liquids in this theory. They are graphically
summarized in Fig.1. We will define these scales more
precisely in the discussion below and we recommend the
reader to often refer to this figure. Starting with a one-
component gas, one may cool it down and compress it
until it condenses below the critical point, Tv, usually
above the crystallization temperature Tm. In this tem-
perature range, an effective description in terms of col-
lisional transport is valid: a liquid is just a very dense
gas held together by an average attractive force. No two
molecules are likely to reside near each other for any sig-
nificant time. The time scales for molecular permuta-
tions and collisions are comparable in this regime. All
the pertinent information about particle-particle interac-
tions may be encoded in low order correlation functions
that may be computed or extracted experimentally from
scattering experiments. In a supercooled liquid, on the
other hand, molecules maintain their immediate set of
neighbors for hundreds of collisional or vibrational peri-
ods. This occurs near the temperature TA. These local
spatial patterns persist ever longer as the temperature is
lowered. Interconversion between such structures occurs
both above and below the glass transition temperature
Tg, which depends on the preparation time scale. The in-

FIG. 2: The viscosities of several supercooled liquids are plot-
ted as functions of the inverse temperature. Substances with
almost-Arrhenius-like dependences are said to be strong liq-
uids, while the visibly convex curves are described as “fragile”
substances. The full dynamic range from about a picosecond,
on the lower viscosity side, to 104 seconds or so when the vis-
cosity reaches to 1013 poise. This figure is taken from Ref.[6].

terconversion is called the α-relaxation when the material
remains in equilibrium. However, when α-relaxation be-
comes too slow and only a fraction of the interconversions
have time to occur, the material is a glass that “ages”.
Even at cryogenic temperatures (liquid He and below), a
certain fraction of the sample will harbor several kinet-
ically accessible states. Interconversions can still occur
by tunneling. These quantum motions are discussed in
Section IV. In the final Section V, we make concluding
remarks and highlight some open questions in the field.

II. BASIC PHENOMENOLOGY OF THE
STRUCTURAL GLASS TRANSITION

Liquids exhibit a remarkable range of dynamical be-
haviors within a relatively narrow temperature interval.
Viscosity, for example, varies over a tremendous dynamic
range: Fig.2 reproduces the celebrated “Angell” plot of
the viscosities for superooled liquids as functions of the
inverse temperature scaled to their respective glass tran-
sition temperatures, where the relaxation time is roughly
one hour [6]. The temperature dependence of other struc-
tural relaxation times, such as the inverse of the lowest
frequency peak of the dielectric susceptibility, follow a
similar temperature dependence and can be described by
the so-called Vogel-Fulcher (VF) law, to a first approxi-
mation:

τ = τ0e
DT0/(T−T0), (1)

where the material coefficient D is called the liquid’s
“fragility”. The Vogel-Fulcher fits work better in the

12



Expected collective behavior,
but....

• No observed, nor nearby, singularity in the dynamics and the 
thermodynamics.

• Correlation length obtained from the pair density correlation 
function (structure factor) is small and does not vary with 
temperature.

Static structure factor S(Q) of liquid 
m-toluidine at several temperatures 
from just above melting (Tm) to below 
the glass transition (Tg).

[C. Alba-Simionesco et al.]
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Only significant change in thermodynamic 
data: 

Rapid decrease of the entropy

T / Tm

0.0 0.5 1.0

!
S

 /
 !

S
m

0.0

0.5

1.0

B2O3

salol

m-toluidine

n-propanol

Tg

Tg

TK

o-terphenyl

∆S = Sliquid − Sxtal

‶Configurational″ entropy, 
normalized by its value at 

melting versus T/Tm.

14



There are hints that glass formation involves
✴some form of universality
✴some form of collective/cooperative behavior

Yet, of an unusual kind...

•If dynamics in the viscous regime is dominated by a 
unique mechanism, what is its nature?

•What are the characteristic (growing?) length scales?

• If the collective glass-forming behavior is assigned to an 
underlying phase transition (critical point), where is it 
located, what are its properties, what is the local order 
parameter?

What makes the problem interesting...

15



Recent advances:
Are there growing characteristic 

lengths associated with collective 
behavior in glass-forming liquids?

[No relevant info from the dynamics or the structure 
at a 2-body level]
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Spatially heterogeneous dynamics

Confocal microscopy of a colloidal suspension. Large 
spheres: fast moving particles (0.5 diam. during τα). 

[Weeks et al., 2000]

J. Phys.: Condens. Matter 19 (2007) 113102 Topical Review

A B

Figure 5. From [99]. Reprinted with permission from AAAS. Three-dimensional rendering of
colloidal samples with locations of the fastest moving particles (large spheres) and other particles
(smaller spheres), over a fixed time !t . The samples are (A) supercooled liquid with φ = 0.56 and
(B) glassy sample with φ = 0.61. Clearly, in the supercooled fluid, one can see large clusters of
fast moving particles (there are 70 red particles clustered together), while these clusters are absent
in the glassy sample.

or molecular glass) or by increasing the volume fraction (for a colloidal glass), its viscosity
increases by many orders of magnitude. The exact mechanism of this transition, whether
thermodynamic or kinetic, is still a matter of debate [26–29]. The consensus in recent years
seems to be that the transition, at least for colloidal glasses, is primarily kinetic [95, 96]. One
reason for this is that no evidence of a diverging correlation length has been found in the static
local structure of glasses [8]. Most theories of the glass transition therefore look at microscopic
dynamical mechanisms, the underlying concept of which involves some form of cooperative
motion between the molecules or colloids. The arrest of motion at the glass transition is said to
be caused by the divergence of the size of these cooperative regions [97].

Several groups [98, 99] used confocal microscopy to try to observe these ‘dynamical
heterogeneities’. Kegel and co-workers [98] obtained evidence of these spatially heterogeneous
dynamics by measuring the van Hove correlation function Gs(!x, τ ) of the particle
trajectories. This quantity is the ensemble averaged probability distribution for particle
displacements !x and is therefore a Gaussian for systems such as colloidal suspensions at
very dilute φ that are purely Brownian. Due to dynamical heterogeneities, however, this
quantity is no longer Gaussian for a glass. Kegel et al found that Gs(x, τ ) could be described
as a sum of two Gaussians—a wide one with fast-moving particles and a narrow one with
slower particles [98]—thus obtaining indirect evidence of the presence of domains of differing
mobilities.

Weeks et al [99] observed the dynamics of both the fast and the slow particles in
supercooled colloidal liquids in 3D. In the supercooled phase the motions of the fast-moving
particles were strongly correlated spatially in clusters. As the glass transition was approached
these domains grew in size, consistent with theoretical predictions of the Adams and Gibbs
hypothesis [100]. In the glass phase, however, the average size of these clusters was reduced,
providing a dynamic signature of the glass transition. A comparison of the two phases is shown
in figure 5 with the fastest particles being represented by large spheres. In the supercooled
fluid two large clusters with 50–70 particles each can be seen while the glass has a larger
number of small clusters. The mobile particles are weakly correlated with regions of lower
density [101, 102], although this is not a strong enough correlation to be predictive of the
dynamics in advance [103].

12

Particle displacements (during roughly 10 τα) 
[Hurley-Harrowell, 1995]
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Glasses and Aging: A Statistical Mechanics Perspective, Figure 6
Intermediate scattering function at wavevector 1.7 Å!1 for the
Si particles at T =2750K obtained frommolecular dynamics sim-
ulations of a model for silica [98]

tively high temperature window that is studied in com-653

puter simulations.654

While Newtonian dynamics is mainly used in numeri-655

cal work on supercooled liquids, a most appropriate choice656

for these materials, it can be interesting to consider alter-657

native dynamics that are not deterministic, or which do658

not conserve the energy. In colloidal glasses and phys-659

ical gels, for instance, particles undergo Brownian mo-660

tion arising from collisions with molecules in the solvent,661

and a stochastic dynamics is more appropriate. Theoret-662

ical considerations might also suggest the study of dif-663

ferent sorts of dynamics for a given interaction between664

particles, for instance, to assess the role of conservation665

laws and structural information. Of course, if a given dy-666

namics satisfies detailed balance with respect to the Boltz-667

mann distribution, all structural quantities remain un-668

changed, but the resulting dynamical behaviour might be669

very different. Several papers [27,88,153] have studied in670

detail the influence of the chosen microscopic dynamics671

on the dynamical behaviour in glass-formers using either672

stochastic dynamics (where a friction term and a random673

noise are added to Newton’s equations, the amplitude of674

both terms being related by a fluctuation-dissipation the-675

orem), Brownian dynamics (in which there are no mo-676

menta, and positions evolve with Langevin dynamics), or677

Monte-Carlo dynamics (where the potential energy be-678

tween two configurations is used to accept or reject a trial679

move). Quite surprisingly, the equivalence between these680

three types of stochastic dynamics and the originally stud-681

ied Newtonian dynamics was established at the level of682

the averaged dynamical behaviour [27,88,153], except at683

very short times where obvious differences are indeed ex-684

pected. This strongly suggests that an explanation for the685

appearance of slow dynamics in these materials originates686

from their amorphous structure. However, important dif-687

ferences were found when dynamic fluctuations were con-

Glasses and Aging: A Statistical Mechanics Perspective, Figure 7
Spatial map of single particle displacements in the simulation
of a binary mixture of soft spheres in two dimensions [99]. Ar-
rows show the displacement of each particle in a trajectory of
length about 10 times the structural relaxation time. The map
reveals the existence of particleswith differentmobilities during
relaxation, but also the existence of spatial correlations between
these dynamic fluctuations

sidered [21,22,27], even in the long-time regime compris- 688

ing the structural relaxation. 689

Another crucial advantage of molecular simulations is 690

illustrated in Fig. 7. This figure shows a spatial map of sin- 691

gle particle displacements recorded during the simulation 692

of a binary soft sphere system in two dimensions [99]. This 693

type of measurement, out of reach of most experimental 694

techniques that study the liquid state, reveals that dynam- 695

ics might be very different from one particle to another. 696

More importantly, Fig. 7 also unambiguously reveals the 697

existence of spatial correlations between these dynamic 698

fluctuations. The presence of non-trivial spatio-temporal 699

fluctuations in supercooled liquids is now called ‘dynamic 700

heterogeneity’ [72]. This is the phenomenon we discuss in 701

more detail in the next section. 702

Dynamic Heterogeneity 703

Existence of Spatio-temporal Dynamic Fluctuations 704

A new facet of the relaxational behaviour of supercooled 705

liquids has emerged in the last decade thanks to a consid- 706

erable experimental and theoretical effort. It is called ‘dy- 707

namic heterogeneity’ (DH), and plays now a central role 708

Computer simulation Experiment on colloids

When approaching glass formation: 
Presence of fast and slow moving regions over an increasing time scale

The info is embodied in multi-point space-time correlation functions

17



Dynamic heterogeneity and multi-point 
space-time correlations

Local probe for atom j, e.g.:
with k of the order of inverse of interatomic distance

•Average dynamics: self intemediate scattering function

•Fluctuations in the dynamics: 

From which: correlation length ξ4(t) and susceptibility χ4(t)

fj(k, t) = �{eik[rj(t)−rj(0)]}

Fs(k, t) =
1

N

N�

j=1

< fj(k, t) >

χ4(t) =

�
d3rG4(r, t) =

1

N
< [

N�

j=1

δfj(k, t)]
2 >

δfj(k, t) = fj(k, t)− < fj(k, t) >

G4(r, t) =
1

N

N�

i,j=1

δ(rij − r) < [δfi(k, t)][δfj(k, t)] >
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Spatial correlations in the dynamics and 
associated length scale

Need multi-point space-time correlation/response functions
(Simulation, Imaging techniques, nonlinear dielectric spectroscopy, solid-state NMR)

Time dependence of the 4-point susceptibility.
The maximum shifts in time with τα and its 
amplitude increases with decreasing T [Berthier-
Biroli, 2009]
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Glasses andAging: A StatisticalMechanics Perspective, Figure 11
Time dependence of !4(t) quantifying the spontaneous fluctua-
tions of the intermediate scattering function in a Lennard-Jones
supercooled liquid. For each temperature, !4(t) has amaximum,
which shifts to larger times and has a larger value when T is de-
creased, revealing the increasing lengthscale of dynamic hetero-
geneity in supercooled liquids approaching the glass transition

a correlated or cooperative way. However, this lengthscale937

remained elusive for a long time. Measures of the spatial938

extent of dynamic heterogeneity, in particular !4(t) and939

G4(r; 0; t), seem to provide the long-sought evidence of940

this phenomenon. This in turn suggests that the glass tran-941

sition is indeed a critical phenomenon characterized by942

growing timescales and lengthscales. A clear and conclu-943

sive understanding of the relationship between the length-944

scale obtained fromG4(r; 0; t) and the relaxation timescale945

is still the focus of an intense research activity.946

One major issue is that obtaining information on the947

behaviour of !4(t) and G4(r; 0; t) from experiments is dif-948

ficult. Such measurements are necessary because numeri-949

cal simulations can only be performed rather far from Tg,950

see Sect. “Numerical simulations”. Up to now, direct ex-951

perimental measurements of !4(t) have been restricted to952

colloidal [166] and granular materials [65,110] close to the953

jamming transition, because dynamics is more easily spa-954

tially resolved in those cases. Unfortunately, similar mea-955

surements are currently not available in molecular liquids.956

Recently, an approach based on fluctuation-dissi-957

pation relations and rigorous inequalities has been devel-958

oped in order to overcome this difficulty [20,21,22]. The959

main idea is to obtain a rigorous lower bound on !4(t)960

using the Cauchy–Schwarz inequality hıH(0)ıC(0; t)i2 !961 ˝
ıH(0)2

˛ ˝
ıC(0; t)2

˛
, where H(t) denotes the enthalpy at962

time t. By using fluctuation-dissipation relations the pre-963

vious inequality can be rewritten as [20]964

!4(t) " kBT2

cP
!
!T (t)

"2
; (7)965

where the multi-point response function !T (t) is defined 966

by 967

!T (t) =
@F(t)
@T

ˇ̌
ˇ̌
N;P

=
N

kBT2 hıH(0)ıC(0; t)i : 968

In this way, the experimentally accessible response !T (t) 969

which quantifies the sensitivity of average correlation 970

functions F(t) to an infinitesimal temperature change, can 971

be used in Eq. (7) to yield a lower bound on !4(t). More- 972

over, detailed numerical simulations and theoretical argu- 973

ments [21,22] strongly suggest that the right hand side of 974

(7) actually provides a good estimation of !4(t), not just 975

a lower bound. 976

Using this method, Dalle-Ferrier et al. [63] have been 977

able to obtain the evolution of the peak value of !4 for 978

many different glass-formers in the entire supercooled 979

regime. In Fig. 12 we show some of these results as a func- 980

tion of the relaxation timescale. The value on the y-axis, 981

the peak of !4, is a proxy for the number of molecules, 982

Ncorr;4 that have to evolve in a correlated way in order to 983

relax the structure of the liquid. Note that !4 is expected to 984

be equal to Ncorr;4, up to a proportionality constant which 985

is not known from experiments, probably explaining why 986

the high temperature values of Ncorr;4 are smaller than one. 987

Figure 12 also indicates that Ncorr;4 grows faster when "˛ 988

is not very large, close to the onset of slow dynamics, and 989

a power law relationship between Ncorr;4 and "˛ is good 990

in this regime ("˛/"0 < 104). The growth of Ncorr;4 be- 991

comes much slower closer to Tg. A change of 6 decades 992

in time corresponds to a mere increase of a factor about 993

4 of Ncorr;4, suggesting logarithmic rather than power law 994

growth of dynamic correlations. This is in agreement with 995

several theories of the glass transition which are based on 996

activated dynamic scaling [85,155,171]. 997

Understanding quantitatively this relation between 998

timescales and lengthscales is one of the main recent 999

topics addressed in theories of the glass transition, see 1000

Sect. “Some theory and models”. Furthermore, numerical 1001

works are also devoted to characterizing better the geom- 1002

etry of the dynamically heterogeneous regions [7,69]. 1003

Some Theory andModels 1004

We now present some theoretical approaches to the glass 1005

transition. It is impossible to cover all of them in a brief 1006

review, simply because there are way too many of them, 1007

perhaps the clearest indication that the glass transition re- 1008

mains an open problem.We choose to present approaches 1009

that are keystones and have a solid statistical mechanics 1010

basis. Loosely speaking, they have an Hamiltonian, can be 1011

simulated numerically, or studied analytically with statis- 1012

Computer simulation of Lennard-Jones model Experimental results for the maximum 
of Χ4 from a lower bound

Correlation length never grows bigger than 5-10 molecular diameters
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COMMENTARY

832 nature materials | VOL 7 | NOVEMBER 2008 | www.nature.com/naturematerials

THE IMPORTANT TEMPERATURE

!ere is no consensus concerning what 
speci"c temperature characterizes 
the important collective phenomena. 
!e temperature Tg is the extrinsically 
determined temperature at which the 
time to reach local equilibration exceeds 
our patience. It is the most important 
temperature from a practical standpoint, as 
it separates the glass from the liquid. But it 
is clearly irrelevant from the standpoint of 
the fundamental physics, because its value 
depends on the rate at which the liquid 
is cooled. (Because of the extraordinarily 
strong T dependence of τα, in practice 
the rate dependence of Tg is weak.) !e 
melting temperature Tm is also irrelevant; 
it is the essence of good glass-formers 
that, when supercooled, they do not 
explore the regions of con"guration space 
corresponding to the crystalline order.

Most theories invoke an important 
characteristic temperature (see Fig. 2). 
Many envisage that a true, but in 
practice unattainable, phase transition 
would occur at a temperature T0 < Tg, 
if the experiments were carried out 
su#ciently slowly that local equilibrium 
could be maintained5–8. Presumably, this 
dynamically unattainable transition would 
be a thermodynamic transition from 
a supercooled liquid to a state referred 
to as an ‘ideal glass’. It has also been 
suggested9–11 that there is a well-de"ned 
crossover temperature, T*, at which the 
characteristic collective behaviour evinced 
by the supercooled liquid begins. !is 
crossover could be thermodynamic10, 

associated with a narrowly avoided phase 
transition (T* ≥ Tm), or it could be a 
purely dynamical onset11 of collective 
congestion. !ere is a class of ‘mode-
coupling’ theories that envisage a crossover 
temperature, Tc, between Tm and Tg at 
which the dominant form of the dynamics 
changes12. Finally, there are models and 
theories in which the only characteristic 
temperature scale is microscopic, but there 
is a zero-temperature dynamical11,13 or 
thermodynamical14 critical point, which, 
although experimentally unattainable, is 
responsible for the interesting physics.

IMPORTANT THERMODYNAMICAL FACTS

For those theories that envisage a 
fundamentally thermodynamic origin of 
the collective congestion in supercooled 
liquids, the most discouraging fact is that 
there is no clear evidence of any growing 
thermodynamic correlation length. On 
the other hand, existing experiments 
only measure the density–density (pair) 
correlation function, so if the putative 
order is of a more subtle type, perhaps it 
could have eluded detection. Attempts 
to measure multipoint correlations are 
obviously of central importance, but they 
have not been successful so far.

Conversely, there are two observations 
that are challenging for those theories 
with no fundamental involvement of 
thermodynamics. !e "rst is the famous 
Kauzmann paradox15. !e excess entropy, 
ΔS, which is de"ned as the di&erence 
between the entropies of the supercooled 
liquid and the crystal, is a strongly 
decreasing function of T from Tm to Tg 
and extrapolates to 0 at a temperature, TK, 
which, for fragile glass-formers, is only 
20–30% below Tg. Even though the crystal 
is, as we argued above, not relevant to the 
physics of the supercooled liquid, there is a 
sensible rationale for considering ΔS. Most 
fragile glass-formers are molecular liquids 
in which a signi"cant fraction of the 
entropy is associated with intramolecular 
motions. By subtracting the entropy of the 
crystal, one hopes to eliminate most of the 
contributions from extraneous degrees of 
freedom. A large change in the entropy is 
something to be taken very seriously.

!e second observation is that there is 
an empirical relation between ΔS and the 
slow dynamics5,16. Speci"cally, there seems 
to be a correlation between the decrease 
of ΔS(T) and the increase of Δ(T) with 
decreasing temperature.

IMPORTANT DYNAMICAL FACTS

!e most important experimental fact 
about fragile, supercooled liquids is the 

super-Arrhenius growth of η and τα (see 
Fig. 2). Several kinds of functional "ts to 
the T dependence of η and τα have been 
presented, each motivated by a di&erent 
theoretical prejudice concerning the 
underlying physics.

A popular "t to the data over a range 
of temperature from somewhat below 
Tm down to Tg is achieved with the 
Vogel–Fulcher–Tammann (VFT) form, 
Δ(T) = DT [T0/(T – T0)], where D is a 
"tting parameter, with its implication of 
the existence of an ‘ideal glass transition’ at 
T0 < Tg where η and τα would diverge. In a 
somewhat narrower range of temperatures, 
but with fewer adjustable parameters, 
a comparably good "t to the data is 
obtained with a power-law formula17 
Δ(T) = E0[E0/T], which diverges only at 
T = 0. A somewhat better global "t over 
the whole available range of temperature, 
but with one more free parameter than 
the VFT equation, is achieved with a form 
suggested by ‘avoided critical behaviour’ 
around a crossover temperature T* 
(ref. 10). Certainly, none of the above 
formulae "t the data perfectly, but all "t 
it as well as could be expected, so it does 
not seem possible to establish the validity 
of one over the other on the basis of the 
relatively small deviations between the "ts 
and experiment.

It is also important to realize that the 
growth of the e&ective activation barrier 
Δ(T) is neither a divergent e&ect, nor a 
small one (Fig. 1); in some fragile liquids 
(for example, ortho-terphenyl), Δ(Tg) is 
roughly 3 or 4 times its high-temperature 
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Figure 2 Temperature-dependent viscosity 
of ortho-terphenyl, with the various possibly 
important temperatures indicated by arrows. 
(Several approaches take T = 0 as the only relevant 
temperature.) The original data are taken from 
references listed in refs 3 and 4.
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τ � τ∞ exp

�
E(T )

T

�

Relation between the relaxation time and a static correlation length:

               [Montanari-semerjian, 2006]

          => If super-Arrhenius dependence of τ(T): 
at some point, ξPS(T) must grow when T↓.

  

τ(T ) ≤ τ∞ exp[
C

T
ξPS(T )

3]

How about a growing static length scale ? 
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General idea: Try to measure the length associated with the 
bound on the relaxation time

                               
     

=> Point-to-set correlation function and associated 
length, extracted e.g. from the influence of amorphous 

boundary conditions.

How about a growing static length scale ? 

•Evidence for some (limited) growth with decreasing 
temperature in computer simulations.

•Hard to access experimentally. No progress thus far.

τ(T ) � τ∞ exp[
C

T
ξPS(T )

3]
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Theoretical approach(es): in 
search of an effective theory 

of glass-forming liquids

What is the appropriate local order parameter?
A thermodynamic/structural or a purely kinetic 

approach?
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Different strategies for determining a 
local order parameter

•Based on physical intuition on 3-D glass-forming liquids: 

=> Structural view: a complex local arrangement in liquids that is 
incompatible with crystallization (frustration).

=> Dynamical view: a mobility field with constraints (dynamical 
facilitation).

•A more generic route: 

Derive the proper mean-field theory and the order parameter (à la 
Landau) + include spatial fluctuations of this order parameter. 

Then: Renormalization group & nucleation theory

[Compare with the well-known case of the gas-liquid transition]
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Some theoretical ingredients

•Frustration: The energy of a system cannot be minimized by 
simultaneously minimizing all the local interactions.

=> Multiplicity of low-energy (‶metastable″) states.
=> Thwarts crystallization.

•Thermal activation in a rugged (free) energy landscape: 
Presence of an exponentially large number of metastable states that 
may trap the system. 

=> Relaxation slowdown is associated with thermally 
      activated escape from metastable states. 

•Dynamical facilitation: Mobility triggers mobility in nearby regions.
=> Spatial correlations in the dynamics.

Different ways to incorporate the ingredients in a general 
theory!
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Putative local order parameter(s)

•Local structural order: Observables characterizing the locally 
preferred molecular arrangement in the liquid, if present (e.g., related 
to bond-orientational order).

=> Such a local order (e.g., poly-tetrahedral in metallic glasses) 
can be detected by multi-point, not simply pair, static correlation 
functions.

• Similarity or ‶overlap″ between configurations: Measures of the 
similarity between two equilibrium configurations of the liquid.

High overlap => in the same state (‶localized″)
Low overlap => in different states (‶delocalized″)

•Local mobility field: Mobility or activity defined by following the 
dynamics in small volumes of space over short periods of time.

=> Easier at low T where mobility is localized and scarce.
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•Mode-coupling theory [Götze & coll (80‘s to now)]

Self-consistent kinetic freezing: relaxation channel for density 
fluctuations via product of density modes.

=> an avoided transition at Tc > Tg

•Dynamical facilitation and kinetic constraints               
[Fredrickson-Andersen (80‘s)... Garrahan-Chandler]

Sparse mobility defects in an essentially 
frozen background;
mobility triggers mobility.

=> an unreachable critical point at T=0

Theories based on an underlying 
dynamic transition

sition coincides with an entropy crisis in trajectory space,
rather than in configuration space.

This work was supported by the National Science
Foundation, the Glasstone Fund, and Merton College,
Oxford.
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[11] J. Jäckle and S. Eisinger, Z. Phys. B84, 115 (1991).
[12] M.R. Evans, J. Phys. Condens. Matter 14, 1397 (2002).
[13] M.E.J. Newman and G.T. Barkema, Monte Carlo Meth-

ods in Statistical Physics, (OUP, Oxford, 1999).
[14] D. Chandler and J.P. Garrahan, to be published.
[15] M.E. Fisher, J. Stat. Phys. 34, 667 (1984).
[16] A.J. Bray, Adv. Phys. 43, 357 (1994).
[17] P. Sollich and M.R. Evans, Phys. Rev. Lett. 83, 3238

(1999).
[18] A. Buhot and J.P. Garrahan, Phys. Rev. E 64, 021505

(2001).
[19] The idea of wet interfaces in configuration space appears

in a recent equilibrium theory of glass formers [7], but it
is difficult to see a connection between that idea pertain-
ing to statics and the wet interfaces of trajectory space
discussed here.

0.01 0.1 1
k

10
-1

10
0

10
1

S
(k

)

T=.3,!t=10
4

T=.4,!t=10
3

T=.5,!t=300

T=.6,!t=100

1/k
2

0.01 0.1 1
k

10
0

T=.3,!t=10
6

T=.4,!t=10
4

T=.6,!t=10
2

1/k
ln 3/ln 2

FIG. 1. Structure factor S(k) of s2
i (t;∆t) for the FA

(left) and East model (right). The S(k) are the spatial
Fourier transforms of the normalized correlation functions
〈s2

i (t;∆t)s2
j(t;∆t)〉/〈s4

i (t;∆t)〉 (j = i, i ± 1, . . .). 〈·〉 indicates
equilibrium ensemble average, so S (k) is independent of t.

0 100 200
t

0

50

100

x

0 100 200
t

0

50

100

x

0 250 500
t

0

50

100

x
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FIG. 3. Geometry of slow domains imposed by the dynam-
ical constraints. Top: allowed boundaries between regions of
up (black) and down spins (white). Bottom: shape of domains
in the FA model (left) and in the East model (right).
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Theories based on an underlying 
thermodynamic transition

•Frustration-based approach [Nelson, Sadoc et al (80‘s), Kivelson 
+ GT, Tanaka et al]

Frustration = incompatibility between extension of the local          
order preferred in a liquid and tiling of the whole space

=> competition
=> an avoided transition at T* > Tg

•Random first-order transition theory: [Wolynes & coll (80‘s to 
now), Parisi & coll + Many...]

Dynamic slowdown driven by the decrease of the configurational 
entropy

=> an unreachable transition at TK < Tg 

No icosahedral xtal
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The free-energy landscape/RFOT scenario 
as the mean-field theory 
of glass-forming liquids

• An intricate mean-field theory (exact for the 
D->∞ hard-sphere fluid) with two critical 
temperatures.  

• An exponentially large number of metastable 
states that may trap the liquid (configurational 
entropy) between a dynamical transition at Td 
and a ‶random first-order transition″ (RFOT) 
at a lower temperature TK.
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FIG. 1: Appearance of an exponentially large number of
meta-stable configurations and the possibility for a system to
realize these configurations gives rise to the configurational
entropy. The latter serves as the driving force for the struc-
ture change in the glassy phase. The energy cost to match the
boundaries between the different density configurations gives
rise to the energy barriers. The fluctuations of the configura-
tional entropy give rise to the energy barrier fluctuations.

dependence of the static barrier fluctuations and of the
exponent β for stretched exponential relaxation as well
as the variation of the dielectric response with frequency
and temperature.

This paper is organized as follows. In the next sec-
tion we introduce the replica effective potential formal-
ism to analyze barrier fluctuations in glassforming liq-
uids. We motivate the approach by starting from a den-
sity functional approach to liquids and using an equi-
librium replica theory to derive the mean field theory as
starting point of our calculation. Next we analyze fluctu-
ations of the configurational entropy in bulk, summarize
the effective potential approach of Ref.19 and the instan-
ton calculation that yields the mean barrier F ‡. Finally
we demonstrate how higher moments of the barrier dis-
tribution can be derived within the same formalism. At
the end of the section we present our results for physical
observables. The paper is concluded with a summarizing
section.

II. THE REPLICA EFFECTIVE POTENTIAL
FORMALISM

A. Motivation and cloned replica approach

We start our description of glassy systems from the
point of view that there exists a density functional, φ [ρ],
that describes a supercooled liquid undergoing a mean
field glass transition. Initially, such an approach was
used in Ref.27 where it was shown that it allows one to
describe the emergence of a metastable amorphous solid,
Fig. 2. Following the classical approach to freezing into
ordered crystalline states28, the density was assumed to

be ρ (r) =
(

α
π

)3/2 ∑
i e−α(r−ri)

2

. Here, α determines the

Lindemann length, α−1/2 over which particles are local-
ized. In distinction to crystallization, the mean positions,
ri, of an amorphous solid were taken to be those of a ran-
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FIG. 2: The typical energy landscape in the structural glassy
phase as a function of density (left panel) and the effective
potential, which is used to describe the transition between
the nonergodic glassy states and the ergodic liquid state (right
panel).

dom hard sphere packing29, instead of the periodic crys-
tal lattice positions. The free energy of this amorphous
solid was shown to have a global minimum at α = 0 and
a local minimum for finite α. If α ! V −2/3 → 0, the
particles are delocalized and the system in an ergodic
liquid state with homogeneous density ρ0 = N

V . Finite
α corresponds to a frozen amorphous solid i.e. a glassy
state. For T > TK the amorphous solid is metastable
with respect to the liquid, and higher in free energy by
TSc. It is of course always metastable with respect to the
crystalline solid. Essentially the same mean field physics
can be described in terms of a formally more precise
replica approach, introduced by Monasson30. Here one
determines the partition function in the presence of a bias
configuration ρ̂ (r):

Z [ρ̂] =

∫
Dρe−βφ[ρ]−g

R
ddx(ρ(x)−bρ(x))2 (10)

Here,
∫

Dρ... corresponds to the statistical sum over all
density configurations of the system. The free energy of
a bias configuration is

f [ρ̂] = −T log Z [ρ̂] . (11)

Physically f [ρ̂] can be interpreted as the free energy for
a metastable amorphous configuration of atoms, for ex-
ample with density ρ̂ (x) being a sum over Gaussians dis-
cussed above. In the replica formalism, no specific config-
uration like this needs to be specified in order to perform
the calculation. Rather, the assumption is made that the
probability distribution for metastable configurations is
determined by f [ρ̂] according

P [ρ̂] ∝ exp (−βefff [ρ̂]) (12)

and is characterized by the effective temperature Teff =
β−1

eff ≥ T . This allows one to determine the mean free
energy

F =

∫
Dρ̂f [ρ̂]P [ρ̂] (13)

Analog of the van der Waals theory for the gas-liquid transition

[Wolynes, Kirkpatrick, Thirumalai, 80’s + Parisi-Mezard-Franz-Zamponi + many]
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Summary of the characteristic (theoretical ) 
temperatures

COMMENTARY

832 nature materials | VOL 7 | NOVEMBER 2008 | www.nature.com/naturematerials

THE IMPORTANT TEMPERATURE

!ere is no consensus concerning what 
speci"c temperature characterizes 
the important collective phenomena. 
!e temperature Tg is the extrinsically 
determined temperature at which the 
time to reach local equilibration exceeds 
our patience. It is the most important 
temperature from a practical standpoint, as 
it separates the glass from the liquid. But it 
is clearly irrelevant from the standpoint of 
the fundamental physics, because its value 
depends on the rate at which the liquid 
is cooled. (Because of the extraordinarily 
strong T dependence of τα, in practice 
the rate dependence of Tg is weak.) !e 
melting temperature Tm is also irrelevant; 
it is the essence of good glass-formers 
that, when supercooled, they do not 
explore the regions of con"guration space 
corresponding to the crystalline order.

Most theories invoke an important 
characteristic temperature (see Fig. 2). 
Many envisage that a true, but in 
practice unattainable, phase transition 
would occur at a temperature T0 < Tg, 
if the experiments were carried out 
su#ciently slowly that local equilibrium 
could be maintained5–8. Presumably, this 
dynamically unattainable transition would 
be a thermodynamic transition from 
a supercooled liquid to a state referred 
to as an ‘ideal glass’. It has also been 
suggested9–11 that there is a well-de"ned 
crossover temperature, T*, at which the 
characteristic collective behaviour evinced 
by the supercooled liquid begins. !is 
crossover could be thermodynamic10, 

associated with a narrowly avoided phase 
transition (T* ≥ Tm), or it could be a 
purely dynamical onset11 of collective 
congestion. !ere is a class of ‘mode-
coupling’ theories that envisage a crossover 
temperature, Tc, between Tm and Tg at 
which the dominant form of the dynamics 
changes12. Finally, there are models and 
theories in which the only characteristic 
temperature scale is microscopic, but there 
is a zero-temperature dynamical11,13 or 
thermodynamical14 critical point, which, 
although experimentally unattainable, is 
responsible for the interesting physics.

IMPORTANT THERMODYNAMICAL FACTS

For those theories that envisage a 
fundamentally thermodynamic origin of 
the collective congestion in supercooled 
liquids, the most discouraging fact is that 
there is no clear evidence of any growing 
thermodynamic correlation length. On 
the other hand, existing experiments 
only measure the density–density (pair) 
correlation function, so if the putative 
order is of a more subtle type, perhaps it 
could have eluded detection. Attempts 
to measure multipoint correlations are 
obviously of central importance, but they 
have not been successful so far.

Conversely, there are two observations 
that are challenging for those theories 
with no fundamental involvement of 
thermodynamics. !e "rst is the famous 
Kauzmann paradox15. !e excess entropy, 
ΔS, which is de"ned as the di&erence 
between the entropies of the supercooled 
liquid and the crystal, is a strongly 
decreasing function of T from Tm to Tg 
and extrapolates to 0 at a temperature, TK, 
which, for fragile glass-formers, is only 
20–30% below Tg. Even though the crystal 
is, as we argued above, not relevant to the 
physics of the supercooled liquid, there is a 
sensible rationale for considering ΔS. Most 
fragile glass-formers are molecular liquids 
in which a signi"cant fraction of the 
entropy is associated with intramolecular 
motions. By subtracting the entropy of the 
crystal, one hopes to eliminate most of the 
contributions from extraneous degrees of 
freedom. A large change in the entropy is 
something to be taken very seriously.

!e second observation is that there is 
an empirical relation between ΔS and the 
slow dynamics5,16. Speci"cally, there seems 
to be a correlation between the decrease 
of ΔS(T) and the increase of Δ(T) with 
decreasing temperature.

IMPORTANT DYNAMICAL FACTS

!e most important experimental fact 
about fragile, supercooled liquids is the 

super-Arrhenius growth of η and τα (see 
Fig. 2). Several kinds of functional "ts to 
the T dependence of η and τα have been 
presented, each motivated by a di&erent 
theoretical prejudice concerning the 
underlying physics.

A popular "t to the data over a range 
of temperature from somewhat below 
Tm down to Tg is achieved with the 
Vogel–Fulcher–Tammann (VFT) form, 
Δ(T) = DT [T0/(T – T0)], where D is a 
"tting parameter, with its implication of 
the existence of an ‘ideal glass transition’ at 
T0 < Tg where η and τα would diverge. In a 
somewhat narrower range of temperatures, 
but with fewer adjustable parameters, 
a comparably good "t to the data is 
obtained with a power-law formula17 
Δ(T) = E0[E0/T], which diverges only at 
T = 0. A somewhat better global "t over 
the whole available range of temperature, 
but with one more free parameter than 
the VFT equation, is achieved with a form 
suggested by ‘avoided critical behaviour’ 
around a crossover temperature T* 
(ref. 10). Certainly, none of the above 
formulae "t the data perfectly, but all "t 
it as well as could be expected, so it does 
not seem possible to establish the validity 
of one over the other on the basis of the 
relatively small deviations between the "ts 
and experiment.

It is also important to realize that the 
growth of the e&ective activation barrier 
Δ(T) is neither a divergent e&ect, nor a 
small one (Fig. 1); in some fragile liquids 
(for example, ortho-terphenyl), Δ(Tg) is 
roughly 3 or 4 times its high-temperature 
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Figure 2 Temperature-dependent viscosity 
of ortho-terphenyl, with the various possibly 
important temperatures indicated by arrows. 
(Several approaches take T = 0 as the only relevant 
temperature.) The original data are taken from 
references listed in refs 3 and 4.
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Figure 1 Temperature-dependent effective activation 
energy of several supercooled liquids (see equation 
(1)) in units of the empirically determined crossover 
temperature scale, T *. Ortho-terphenyl is one of the 
most ‘fragile’ glass-forming liquids, whereas GeO2 
is relatively strong. The original data are taken from 
references listed in refs 3 and 4.

Unreachable (extrapolated): 
T0 ≃ TK  (RFOT),
T = 0 (facilitation).

Avoided (crossover): 
T* (frustration), 
Tc = Td (MCT & RFOT).

Experimental: Tm, Tg

(T-dependent viscosity of o-TP)
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Weak constraints from comparison to 
experimental data...

With the help of (unavoidable ?) adjustable parameters, 
several theories fit the same data equally well

log(viscosity or time) vs Tg/T

RFOT (Wolynes et al.) Facilitation (Garrahan-Chandler) Frustration (Kivelson-GT)
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•No consensus on theory of glass transition. Still a 
challenging problem!

•Existence and nature of growing length scales = key issue 
for understanding the glass transition. 

•New developments in theories of the glass transition that 
may allow more stringent internal consistency checks and 
more rigorous treatments... but weak constraints from 
experiments.
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Empirical correlations
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Correlations among characteristics of 
the slow dynamics 

Correlation between fragility 
and stretching exponent
(Bohmer et al., 1993)

Correlations

Sokolov et al. 1993

Sokolov et al. 1997

Yannopoulos et al. 2000

Scopigno et al. 2003

Buchenau et al. 2004

Novikov et al. 2004

Yannopoulos et al. 2000

Huang et al. 2000

Böhmer et al. 1993

Density versus temperature effects on correlations between fragility and glassy properties – p.2/18

+ Correlation fragility & nonlinear relaxation
+ Universality of alpha relaxation
+ Density/temperature scaling 
+ etc...
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Correlations between slow dynamics and 
thermodynamics 

Log(τ/τ0) versus the inverse of 
T times the configurational 
entropy Sc for liquid 2-MTF
(Richert-Angell, 1998)
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FIG. 3: Left: Illustration of the Adam-Gibbs correlation: plot of log
10

τα/τ0 as a function of the inverse configurational entropy,
revealing a reasonably linear region between 10−7 sec. (corresponding to T = T ∗) and 10 sec. (T ≈ Tg). From [18]. Right:
correlation between the fragility parameter m and the jump of specific heat at Tg, ∆Cp, for a collection of 20 molecular glasses
for which we were able to cross-check the results from different sources. The correlation is significant, albeit far from perfect
(R2 = 0.52). The regression gives ∆Cp ≈ 0.15m. A better correlation, with much less scatter, is obtained when ∆Cp is counted
per “bead” [37].

between the two is deemed fortuitous. We will come back to this point in sections VI A,VI B.
Finally, as discovered more recently, dynamics is glasses is spatially heterogeneous and temporally intermittent [40,

41]. A number of experimental, numerical and theoretical papers have established that the slowdown of supercooled
liquids as temperature is reduced is accompanied by the growth of a purely dynamical correlation length ξd, with no
static counterpart. This length can be for example defined by measuring how a local perturbation of the system (for
example a local density change) influences the dynamics at a distance r from the perturbation, ξd is the decay length
of this response function (see [42, 43]).

The fact that dynamics in glasses is heterogeneous is thought to have observable consequences on macroscopic
quantities [40, 41]. For example, the stretched exponential nature e−tβ

of the relaxation is often interpreted in terms
of a mixture of exponential functions with different local relaxation time, reflecting the coexistence of slow and fast
regions. Stronger heterogeneities should lead to smaller values of β. Similarly, violations of the Stokes-Einstein relation
(SER) between the viscosity and the self-diffusion constant have also been attributed to dynamical heterogeneities.
Experimentally, the self-diffusion constant at Tg can be 103 times larger than expected from the value of the viscosity
if the SER was valid. There seems to be a strong correlation between the violation of SER and the smallness of
β, indicating that both phenomena should indeed have a common origin. Dynamical heterogeneities represent a
relatively new facet of the glass transition problem. It is certainly a very important one that contribured shifting the
attention of theorists towards the real space, microscopic origin of glassy dynamics. Their existence demonstrate that
glass formation cannot be thought of as a purely local process, due to the increase of a local energy barrier, or to the
decrease of a local free volume, etc... Although dynamic heterogeneity may not be the cause of the slowing down of
the dynamics, any theory of the glass transition should now account for the rich non-local space-time properties of
the dynamics.

Many other interesting phenomena and empirical regularities of glass forming liquids would be worth reviewing,
but are beyond the scope of the present chapter. Some will however be mentioned below, in relation with theoretical
predictions.
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revealing a reasonably linear region between 10−7 sec. (corresponding to T = T ∗) and 10 sec. (T ≈ Tg). From [18]. Right:
correlation between the fragility parameter m and the jump of specific heat at Tg, ∆Cp, for a collection of 20 molecular glasses
for which we were able to cross-check the results from different sources. The correlation is significant, albeit far from perfect
(R2 = 0.52). The regression gives ∆Cp ≈ 0.15m. A better correlation, with much less scatter, is obtained when ∆Cp is counted
per “bead” [37].

between the two is deemed fortuitous. We will come back to this point in sections VI A,VI B.
Finally, as discovered more recently, dynamics is glasses is spatially heterogeneous and temporally intermittent [40,

41]. A number of experimental, numerical and theoretical papers have established that the slowdown of supercooled
liquids as temperature is reduced is accompanied by the growth of a purely dynamical correlation length ξd, with no
static counterpart. This length can be for example defined by measuring how a local perturbation of the system (for
example a local density change) influences the dynamics at a distance r from the perturbation, ξd is the decay length
of this response function (see [42, 43]).

The fact that dynamics in glasses is heterogeneous is thought to have observable consequences on macroscopic
quantities [40, 41]. For example, the stretched exponential nature e−tβ

of the relaxation is often interpreted in terms
of a mixture of exponential functions with different local relaxation time, reflecting the coexistence of slow and fast
regions. Stronger heterogeneities should lead to smaller values of β. Similarly, violations of the Stokes-Einstein relation
(SER) between the viscosity and the self-diffusion constant have also been attributed to dynamical heterogeneities.
Experimentally, the self-diffusion constant at Tg can be 103 times larger than expected from the value of the viscosity
if the SER was valid. There seems to be a strong correlation between the violation of SER and the smallness of
β, indicating that both phenomena should indeed have a common origin. Dynamical heterogeneities represent a
relatively new facet of the glass transition problem. It is certainly a very important one that contribured shifting the
attention of theorists towards the real space, microscopic origin of glassy dynamics. Their existence demonstrate that
glass formation cannot be thought of as a purely local process, due to the increase of a local energy barrier, or to the
decrease of a local free volume, etc... Although dynamic heterogeneity may not be the cause of the slowing down of
the dynamics, any theory of the glass transition should now account for the rich non-local space-time properties of
the dynamics.

Many other interesting phenomena and empirical regularities of glass forming liquids would be worth reviewing,
but are beyond the scope of the present chapter. Some will however be mentioned below, in relation with theoretical
predictions.

Correlation between heat capacity 
jump at Tg and fragility for 
molecular liquids
(Stevenson-Wolynes, 2005)

+ Correlation between dynamic and thermodynamic  
fragilities (Ito et al.,1999)
+ Correlation between VTF T0 and Kauzmann TK

+ etc...
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Correlations between slow dynamics and 
fast dynamics (in liquid or glass) 

Example:Boson Peak and mP

Large intensity of boson peak small fragility

Sokolov et al. 1993

gDB(ω)
g(ω)

R = Iquasi

IBP
(T = Tg)

Novikov et al. 2005

Glass transition and Boson Peak – p.16/21
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Correlations between slow dynamics and fast 
dynamics (in liquid or glass) 

Correlations between fragility and: Poisson ratio of elastic moduli, relative 
amplitude of Boson peak, mean-square displacement, ergodicity parameter 
at Tg, etc...
Correlations

Sokolov et al. 1993

Sokolov et al. 1997

Yannopoulos et al. 2000

Scopigno et al. 2003

Buchenau et al. 2004

Novikov et al. 2004

Yannopoulos et al. 2000

Huang et al. 2000

Böhmer et al. 1993

Density versus temperature effects on correlations between fragility and glassy properties – p.2/18

Correlations

Sokolov et al. 1993

Sokolov et al. 1997

Yannopoulos et al. 2000

Scopigno et al. 2003

Buchenau et al. 2004

Novikov et al. 2004

Yannopoulos et al. 2000

Huang et al. 2000

Böhmer et al. 1993

Density versus temperature effects on correlations between fragility and glassy properties – p.2/18

Correlations

Sokolov et al. 1993

Sokolov et al. 1997

Yannopoulos et al. 2000

Scopigno et al. 2003

Buchenau et al. 2004

Novikov et al. 2004

Yannopoulos et al. 2000

Huang et al. 2000

Böhmer et al. 1993

Density versus temperature effects on correlations between fragility and glassy properties – p.2/18

+ Correlation between alpha relaxation 
time and shear modulus or mean-
square displacement (Dyre), etc...
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•Correlation does not mean causality

•Large body of data and systems are required to ascertain 
correlation

•Large error bars

•Correlations may not be robust when studying effect of 
additional control parameters (pressure, molecular weight,...) 

Caution!!!
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