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Résumé i

Résumé
L’altération par l’eau du verre est un sujet d’importance centrale, avec des appli-
cations en microélectronique, dans le domaine de la santé (verres bioactifs), pour
l’isolation des bâtiments (laines de verre ou laines de roches) ou encore pour le con-
ditionnement des déchets nucléaires à vie longue. Pour ces derniers, des verres
borosilicatés contenant plus de 30 oxydes sont développés et produits depuis plus
d’une trentaine d’années en France. La durabilité chimique de ces verres peut être
étudiée à l’aide de verres modèles simplifiés. Comprendre les processus qui gouver-
nent leur altération, et en particulier la transition vers le régime de vitesse résiduelle,
est essentiel pour prédire les performances de ces matériaux à long terme.

Dans cette thèse, l’altération du verre est étudiée en suivant trois axes complémen-
taires : des expériences, la modélisation de type Monte Carlo et des simulations de
dynamique moléculaire. Les expériences conduites sur trois verres de type SBNA
(SiO2 – B2O3 – Na2O – Al2O3), présentant des teneurs variables en Al2O3, montrent
que l’aluminium contrôle la vitesse de réorganisation du gel, laquelle détermine
l’efficacité de la passivation et donc la vitesse résiduelle.

Des simulations Monte Carlo ont été utilisées pour décrire la maturation du gel
et établir comment l’évolution temporelle de la morphologie de ces couches est cor-
rélée à la diminution de la diffusivité des ions observée expérimentalement. Cette
corrélation fournit une explicationmécanistiquede la formationde couches d’altération
à faible diffusivité et de leur contribution à la passivation à long terme.

À l’échelle atomique, des simulations dedynamiquemoléculaire ont permis d’examiner
la diffusion du bore au sein de gels modèles. Un champ de force dédié, basé sur
des potentiels réactifs à charges diffuses, a été développé pour le bore en solution
dans des pores de silice au moyen d’une procédure d’ajustement des forces à par-
tir de données ab initio. Ces calculs montrent que les environnements locaux et la
structure des pores gouvernent lamobilité du bore, fournissant ainsi une explication
microscopique à la rétention variable de cet élément dans les gels d’altération.

Pris dans leur ensemble, les trois approches convergent vers une vision unifiée
: la concentration en aluminium gouverne la dynamique de restructuration du gel,
la maturation du gel est directement liée à la diminution de la diffusivité des ions
au cours du temps, et les interactions à l’échelle atomique déterminent la mobilité
d’espèces clés telles que le bore. Cette approche multi-échelles fait progresser notre
compréhension de l’altération du verre dans le régime résiduel et offre une base pré-
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dictive plus solide pour décrire la stabilité à long terme des verres de confinement
des déchets nucléaires.
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Abstract
Glass alteration by water is a subject of central importance, with applications rang-
ing from the packaging of microelectronic materials and biomedical devices to the
long-term immobilization of nuclear waste. Among these, the use of borosilicate
glasses for the conditioning of high-level radioactive waste is particularly critical.
Although industrial glasses such as R7T7 contain more than thirty oxides, their
structural and chemical durability can be explored using simplified model glasses.
Understanding the processes that govern alteration, and in particular the transition
to the residual rate regime, is essential for predicting long-term performance in ge-
ological disposal.

In this thesis, glass alteration is investigated along three complementary axes: ex-
periments, Monte Carlo modeling, and molecular dynamics simulations. Experi-
ments performed on three SBNA (SiO2 – B2O3 – Na2O –Al2O3) glasses with varying
Al2O3 content show that aluminum controls the rate of gel reorganization, which in
turn governs passivation behavior.

Monte Carlo simulations have been used to describe gel maturation and to estab-
lish how the time-dependent evolution of morphology correlates with decreasing
diffusivity in the gel observed experimentally. This correlation provides a mecha-
nistic explanation for the emergence of low-diffusivity alteration layers.

At the atomic scale, molecular dynamics simulations have been used to investi-
gate the diffusion of boron within model gels. A dedicated force field, based on
diffuse-charge reactive potentials, was developed for boron in solution in nanocon-
fined silica through a force-matching procedure against ab initio data, enabling reli-
able classical simulations. These calculations show that local bonding environments
and pore structures govern the mobility of boron, providing a microscopic explana-
tion for its variable retention during alteration.

Taken together, the three approaches converge toward a unified view: aluminum
content in glass governs the pace of gel restructuring, gel maturation is directly
linked to the reduction of diffusivity with time, and atomic-scale interactions de-
termine the mobility of key species such as boron. This multi-scale framework ad-
vances our understanding of glass alteration in the residual regime and provides a
stronger predictive basis for the long-term stability of nuclear waste glasses.
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Introduction
Glass alteration is a critical process with far-reaching implications across multiple
domains, including the packaging of microelectronic materials, biomedical appli-
cations, and the safe disposal of nuclear waste. Borosilicate glasses, in particular,
are widely adopted for the immobilization and storage of high-level nuclear waste
due to their chemical durability and structural stability. However, the long-term
performance of these glasses under environmental conditions remains a complex
challenge, as nuclear waste glasses, such as the French SON68 glass with over 30
components, exhibit intricate dissolution behaviors. Simplified glass models, how-
ever, allow researchers to systematically explore the structural and chemical factors
governing glass alteration, providing insights into the long-term stability required
for nuclear waste storage.

Among the elements influencing glass alteration, boron plays a pivotal role. Its
potential retentionwithin the alteration gel under specific conditions and its hypoth-
esized connection to the slowing of alteration rates have opened new avenues for in-
vestigation. Understanding the dynamics of gel formation and maturation, particu-
larly in the residual rate regime, is essential for predicting the long-term behavior of
nuclear waste glasses. This regime, characterized by a significantly reduced dissolu-
tion rate, is influenced by the formation of a passivating gel layer, yet the underlying
mechanisms remain poorly understood due to limitations in earlier models.

To address these challenges, computational and experimental approaches have
been employed. Monte Carlo (MC) methods have proven effective for modeling
complex systems like glass dissolution. Early MC models developed by Aertsens,
Van Iseghem, and Devreux in the late 20th century, followed by more recent ef-
forts by Kerisit, Jan and coworkers, laid the groundwork for studying glass-water
interactions. However, these models struggled to capture the residual rate and gel
maturation processes. A novel MC code, developed by J.-M. Delaye and cowork-
ers, introduces significant advancements by accounting for water diffusion within
the solid through two interlinked networks representing the glass and the solution.
This code enables the exploration of the glass-solution interface and gel maturation
dynamics, revealing distinct gel formation behaviors influenced by hydrolysis rates,
which are linked to aluminum (Al) concentrations in the glass.

In parallel, molecular dynamics (MD) simulations provide atomic-scale insights
into boron diffusion within the alteration gel. The development of accurate force
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fields is crucial for reliable MD simulations. Two promising force fields, the Polariz-
able IonModel (PIM) byMadden and the Diffuse Charge Reactive Potential (DCRP)
by Mahadevan and Garofalini, were identified following an extensive literature re-
view. The DCRP model, which employs fixed and diffuse charges and can simulate
water in contact with silicate systems, was selected for further development through
a force-matching procedure to derive parameters for simulating boron diffusion in
a simplified gel model.

Experimental studies complement these computational efforts by providing data
to validate and refine the MC and MD models. Glasses with varying Al2O3 content
were synthesized and subjected to dissolution experiments, with solution analysis
(ICP) and ToF-SIMS data revealing the impact of Al on gel morphology and passi-
vation. Lower Al content glasses exhibited more passivating gels, potentially due to
higher reorganization rates, highlighting the interplay between glass composition
and alteration dynamics.

This thesis aims to advance the understanding of glass alteration, with a focus on
the role of boron and aluminium and the dynamics of gel maturation in the residual
rate regime. By integrating MC simulations, MD simulations, and experimental
studies, the research seeks to address fundamental questions:

1. How does the glass composition, particularly the aluminum and boron con-
tent, affect the formation and reorganization of the passivating gel layer dur-
ing glass alteration?

2. Can thematuration dynamics of the gel layer be correlatedwith the residual
rate?

To answer the research question, the thesis is structured as follows:
Chapter 1: Background and Literature Review

This chapter provides an overview of glass alteration, emphasizing its
significance for nuclear waste storage. It reviews the role of boron, and
the limitations of existing models.

Chapter 2: Experimental Studies on Glass Alteration
This chapter presents the experimental approach, including long term
glass dissolution experimentswith glasses of varyingAl2O3 content.This
chapter specially focuses on the evolution of gel morphology with time
and it’s role on the passivation of glass.

Chapter 3: Monte Carlo Modeling of Glass Alteration
This chapter details the limitations of the previous Monte-Carlo models
and the new Monte-Carlo code developed by J.-M. Delaye and cowork-



Introduction xxi

ers. The Monte-Carlo code is used to study the glass solution interface
linking it to kinetics of alteration. This code has been modified to be
used to study gel maturation and it’s role in passivation.

Chapter 4: Molecular Dynamics Simulations of Boron Diffusion
This chapter describes the development of theDCRP force field forMolec-
ular Dynamics simulations of boron diffusion in a model alteration gel.
It outlines the force-matching procedure and the application of the force
field to investigate free solution boron transport and it’s diffusion in con-
fined silica nanopores.

Chapter 5: Discussion
This chapter synthesizes findings fromMonte Carlo simulations, Molec-
ular Dynamics simulations, and experimental studies to address the re-
search questions. It explores how multi-scale modeling can elucidate
gel maturation dynamics and their link to alteration rates, proposing a
hybrid explanation for gel passivation.
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1 Literature Review

Contents

1.1 Scientific context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Glass structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 Fundamentals of Glass Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Structural Parameters of Glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Coordination of Elements in Glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Glass Alteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1 Initial Dissolution rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 Residual rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.3 Resumption of alteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.4 Experimental characterization of glass alteration . . . . . . . . . . . . . . . . . . . . . . 18
1.3.5 Alteration dynamics of gel: Formation to Passivation. . . . . . . . . . . . . . . . . . . 19

1.4 Modelling glass corrosion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.1 DFT simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.2 Classical molecular dynamics simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.4.3 Monte-Carlo Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

1.1 Scientific context
Radioactive substances, integral to energyproduction,medical applications, research,
and defense, generate materials and waste that require meticulous management to
safeguard human health and the environment. The International Atomic Energy
Agency’s radioactive waste classification and French Environment Code (Article
L542-1-1) categorizes these substances into radioactive materials, intended for fu-
ture use (e.g., nuclear fuels like uranium and plutonium), and radioactive waste,
which lacks planned applications and necessitates safe disposal [1], [2]. Radioac-
tive waste originates from five key sectors: nuclear power generation, research, de-
fense, non-nuclear industries (such as rare earth mining, the manufacture of sealed
sources, weld inspection, medical equipment sterilization, food sterilization and
preservation), and the medical sector [2]. The contributions from these sectors are
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shown in Figure 1.1. Effective waste management hinges on understanding the
types of waste generated and implementing tailored disposal strategies, particularly
for high-level waste (HLW), which poses significant challenges due to its intense ra-
dioactivity and long-lived radionuclides [1].

Figure 1.1: Percentage Contribution to the radioactive waste from various sectors [2]

High-level nuclear waste (HLW) is a byproduct of nuclear power generation and
the reprocessing of spent nuclear fuel, posing one of themost formidable challenges
in modern waste management [1]. This type of waste contains highly radioactive
elements—such as plutonium, uranium, and fission products that emit ionizing ra-
diation capable of damaging living tissues and contaminating ecosystems if not ad-
equately contained. The danger of HLW stems from its persistent radioactivity, in-
tense radiation from short-lived radionuclides, and long-term toxicity, with some
isotopes remaining hazardous for thousands to millions of years. This extraordi-
nary longevity necessitates isolating HLW from the biosphere over geological time
scales, far exceeding the span of recorded human history. For nations relying on nu-
clear energy, safely disposing of HLW is a critical priority, driving the development
of advanced technologies and scientific models to contain the waste and mitigate
its risks. The complexity of this task lies not only in achieving initial containment
but also in ensuring that it endures for millennia, protecting both current and future
generations from its harmful effects [3].

The process of vitrification offers a robust solution for immobilizing HLW, trans-
forming it into a stable, solid form suitable for long-term storage [3], [4], [5], [6].
Before vitrification, liquid or sludge-like waste is first subjected to a calcination
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step, where water and volatile components are removed to produce a dry, granu-
lar residue [7]. This calcined product is then mixed with glass-forming materials,
typically borosilicate glass frit, and heated to form a durable glass matrix. This ma-
trix encapsulates the radioactive isotopes, preventing their release into the environ-
ment. Borosilicate glass is favored for its exceptional properties: it resists thermal
shock, withstands chemical attack, and can incorporate a wide variety of waste com-
positions [8]. Once cooled, the vitrified waste is sealed in steel canisters, ready for
disposal. This method significantly reduces the immediate risk of radionuclide dis-
persal, making it a cornerstone of nuclear waste management worldwide [7].

In context of the application of glass for the disposal of nuclear waste there are
few possibilities for the treatment of spent nuclear fuel either directly storing the
waste or incorporating fission products and minor actinides into the nuclear glass
matrix. These nuclear glasses are designed to be stored in deep underground repos-
itories, isolating the radioactive waste from the ecosystem. It has been accepted as
a common solution in several countries for the disposal of radioactive waste [3].

Figure 1.2: Schematic of a generic geological disposal facility for vitrified radioactive waste,
illustrating the multi-layered engineered barrier system [3].

For a glass matrix to be suitable for nuclear waste disposal, it should meet a vari-
ety of requirements, including the minimization of manufacturing costs. The fine-
tuning between the elaboration temperature (which should be sufficiently low) and
viscosity must be appropriate when the molten glass is poured into the steel con-
tainers for storage. It is of the utmost importance to maintain a balance between the
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glass former elements and the glass modifier elements.
At microscopic scales, the nuclear glass matrix is often assumed to be homoge-

neous, yet in practice it may contain numerous nanoscale precipitates that disrupt
complete uniformity [4]. In some cases, such asUMo-basedmaterials, the product is
better described as a glass–ceramic, where crystalline phases are deliberately or un-
avoidably present within the amorphous network [4], [9]. Despite these microstruc-
tural complexities, thematrix retains the crucial ability to incorporate a wide variety
of radioactive elements while minimizing uncontrolled crystallization. Moreover,
the design of the waste form must ensure that the containment matrix remains suit-
able for safe handling and transport to disposal sites.

Last but not least, this glass must be able to endure internal radiation effects while
also showing high resistance to environmental corrosion and ensuring the contain-
ment of radioactive elements over geological timescales.

It is a widely accepted method to use borosilicate glass for the disposal and treat-
ment of nuclear wastes. There are several efforts to study glass dissolution and to
understand the long-term stability of the glass for its use in the storage of nuclear
wastes. Although the nuclear waste glasses used for storage are much more com-
plex, for example, the R7T7 glass (composition is given in Table 1.1), which has
more than 30 components, the main components being SiO2, B2O3, Na2O, Al2O3,
and CaO, accounting for around 80% of the glass composition, the structural and
chemical durability can be explored using much simpler models [10]. This method-
ological choice is part of what has been termed long-term behaviour (LTB) science:
the recognition that in order to build reliable predictive models [7], the systemmust
be simplified to its essential components. By focusing on binary or ternary alumino-
borosilicate compositions, it becomes possible to disentangle the role of individual
elements (e.g., boron as a network former or modifier, aluminum as a network sta-
biliser, alkali as charge balancers) in the alteration process. These mechanistic in-
sights, once validated experimentally, can then be progressively re-introduced into
more complex formulations such as SON68 or R7T7. In this way, the study of simpli-
fied glasses does not aim to reproduce repository conditions directly, but rather to
isolate the fundamental mechanisms that ultimately govern the alteration kinetics
of complex nuclear glasses. This tiered approach is a cornerstone of the LTBmethod-
ology and ensures that the models used in performance assessment rest on a solid
scientific foundation rather than empirical extrapolation.

However, in the presence ofwater, the glass can degrade through a process known
as corrosion, raising concerns about its long-term effectiveness in isolating HLW.

Deep geological repositories provide the next layer of defense, designed to isolate
vitrified HLW from the biosphere for geological timescales. These repositories are
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Table 1.1: Chemical composition range of French R7T7 glass (wt%) [11].
Oxide Range (wt%) Avg. (wt%)
SiO2 42.4–51.7 45.6
B2O3 12.4–16.5 14.1
Al2O3 3.6–6.6 4.7
Na2O 8.1–11.0 9.3
CaO 3.5–4.8 4.0
Fe2O3 < 4.5 1.1
NiO < 0.5 0.1
Cr2O3 < 0.5 0.1
P2O5 < 1.0 0.2
Li2O 1.6–2.4 2.0
ZnO 2.2–2.8 2.5
Oxides (FP+Zr+act.) 7.5–18.5 17.0
Actinide oxides – 0.6
SiO2+B2O3+Al2O3 > 60 64.4

constructed hundreds of meters underground in stable geological formations, such
as clay, salt, or crystalline rock, that act as natural barriers to radionuclide migration.
Engineered towithstand tectonic shifts, groundwater infiltration, and other environ-
mental pressures, these facilities are intended to ensure containment for hundreds
of thousands of years. A leading example is the CIGEOproject in France, located 500
meters beneath the surface in the Callovo-Oxfordian claystone formation. This site
is designed for the permanent disposal of both high-level and intermediate-level
long-lived radioactive waste, with safety demonstrated over at least 100,000 years.
The durability of the vitrified matrices is therefore crucial: their performance must
guarantee that radionuclide release into the geosphere remains below thresholds
harmful to human health. The claystone’s low permeability and strong retention ca-
pacity further enhance long-term safety, while the vitrified waste—encased in steel
canisters and concrete overpacks—is emplaced in underground tunnels. Neverthe-
less, the long-term stability of the glass waste forms remains a pivotal factor, as
any degradation could compromise the repository’s integrity over time [12], [13].
A schematic representation of a geological disposal facility for vitrified radioactive
waste is shown in Figure 1.2 [3].

Glass corrosion emerges as a critical challenge in this context, as it describes the
chemical degradation of the glass matrix when exposed to water—an inevitable oc-
currence in deep geological repositories. The process begins with ion exchange,
where alkali ions like sodium (Na+) in the glass are swapped with hydronium ions
(H3O+) from water, weakening the glass structure . This is followed by hydrolysis,
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which breaks the silicate network’s Si-O-Si bonds, releasing silica and other con-
stituents into the solution. As corrosion advances, a gel-like alteration layer forms
on the glass surface, composed of hydrated glass and secondary precipitates. This
layer can act as a protective barrier, slowing further degradation. Initially, the glass
dissolves rapidly, but over time, this transitions to a slower, steady-state process
known as the residual corrosion rate. Understanding this rate is essential for pre-
dicting how long the glass will contain radionuclides, as it determines thematerial’s
longevity under repository conditions [14], [15].

Several factors influence the residual corrosion rate, complicating efforts to pre-
dict glass behavior over millennia. These include the glass’s composition, the chem-
istry of the surrounding water, temperature, and the properties of the alteration
layer. Laboratory studies, often using simplified nuclear glasses with fewer compo-
nents, have measured residual rates as low as 10 -4 to 10-5 grams per square meter
per day, suggesting high durability. However, these experiments, lasting months
or years, cannot directly replicate the thousands to millions of years required for
geological disposal. This temporal mismatch necessitates predictive models to ex-
trapolate short-termdata into long-term forecasts. Suchmodelsmust account for the
dynamic interactions between the glass, the alteration layer, and the repository envi-
ronment, ensuring that safety assessments remain reliable over vast time scales [16].

This chapter is organised as follows. Section 1.2 introduces the structural aspects
of glass, covering the fundamentals, structural parameters, and the coordination of
key elements such as silicon, aluminum, sodium, calcium, and boron. Section 1.3
then addresses the alteration of glass, beginning with the initial dissolution rate, fol-
lowed by the residual rate, and the possible resumption of alteration. It further dis-
cusses the experimental characterisation of glass alteration and the dynamics of gel
formation, morphology, transport, and maturation, as well as the role of boron and
aluminum in alumino-borosilicate glass alteration. Section 1.4 reviews modelling
approaches, including density functional theory, classical molecular dynamics, and
related methods. The chapter concludes with an overview of how these insights
collectively advance the understanding of glass corrosion processes.



1. Literature Review 7

Conclusion
Glass alteration by water is a subject of central importance, with applications
ranging from the protection of microelectronic components and biomedical de-
vices to the long-term immobilization of nuclear waste. Among these cases, the
use of borosilicate glasses for conditioning high-level radioactive waste is par-
ticularly critical. Industrial reference glasses such as R7T7 contain more than
thirty different oxides, yet their structural and chemical durability can be ex-
plored through the study of simplified model systems. These model glasses
make it possible to isolate the influence of specific components and to iden-
tify the mechanisms that drive reactivity. Understanding the mechanisms gov-
erning the residual rate is essential for reliable predictions of long-term perfor-
mance under geological disposal conditions.

1.2 Glass structure
Glasses are materials characterized by their amorphous, non-crystalline structure,
which lacks the long-range atomic order typical of crystalline solids [17]. This unique
structural arrangement imparts glasses with distinctive physical, chemical, and me-
chanical properties, making them critical in applications ranging from everyday ob-
jects to advanced technological uses, such as the vitrification of HLW. Understand-
ing the structure of glass at the atomic and molecular levels is essential for tailoring
its properties to meet specific requirements, particularly in the context of nuclear
waste management, where borosilicate glasses are widely employed for their chemi-
cal durability and ability to incorporate radionuclides. This section provides a com-
prehensive overview of glass structure, focusing on the roles of network formers,
modifiers, and intermediate species, the structural parameters that define glass or-
ganization, and a detailed examination of the coordination environments of key el-
ements, with a particular emphasis on boron due to its critical role in nuclear waste
glasses.

1.2.1 Fundamentals of Glass Structure
Glass is formed through the rapid cooling of a molten material, a process known
as supercooling, which prevents the atoms from arranging into a crystalline lattice.
This rapid quenching traps the material in a metastable, disordered state, retaining
the structural characteristics of the liquid phase. Unlike crystalline solids, which
exhibit a sharp transition at their melting point accompanied by a distinct volume
change, glass undergoes a gradual transformation over a temperature range known
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as the glass transition region. This region is characterized by a continuous change
in properties such as viscosity and specific volume, reflecting the dynamic nature
of the glass structure.

The atomic structure of glass can be described in terms of three primary types of
species based on their roles within the glass composition:

• Network Formers: These are high-valence elements, such as silicon (Si), phos-
phorus (P), and boron (B), that form the backbone of the glass network through
covalent bonds with oxygen. Network formers create a three-dimensional
framework of interconnected polyhedra, typically tetrahedra or trigonal units,
linked by bridging oxygen (BO) atoms. For example, in silicate glasses, sili-
con forms SiO4 tetrahedra, where each silicon atom is bonded to four oxygen
atoms, and adjacent tetrahedra share oxygen atoms to form a continuous net-
work.

• Network Modifiers: These are low-valence elements, such as alkali metals
(e.g., sodium,Na; lithium, Li; potassium, K) and alkaline earthmetals (e.g., cal-
cium, Ca; magnesium,Mg), that disrupt the glass network. Networkmodifiers
introduce ionic bonds, breaking bridging oxygen bonds to form non-bridging
oxygen (NBO) atoms. NBOs are oxygen atoms bonded to only one network
former, with their negative charge balanced by the positive charge of the mod-
ifier cation. This depolymerization reduces the connectivity of the network,
lowering the glass's viscosity and melting temperature.

• Intermediates: Elements such as aluminum (Al), molybdenum (Mo), and zir-
conium (Zr) can function as either network formers or modifiers, depending
on the glass composition and local chemical environment. For instance, alu-
minum can form AlO4 tetrahedra, acting as a network former when charge-
balanced by alkali or alkaline earth cations, or it can adopt higher coordination
numbers, behaving as a modifier in certain contexts.

The interplay between these species determines the glass’s structural and func-
tional properties. The degree of network connectivity, governed by the balance
between bridging and non-bridging oxygens, strongly affects chemical durability,
thermal stability, and mechanical strength. The fraction of non-bridging oxygens
(𝑁NBO) can be expressed in terms of oxide mole fractions as:

𝑁NBO =
2 × (

𝑥modifiers − 𝑥charge compensators
)

𝑁(𝑂) , (1.1)

with
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𝑁(𝑂) =
∑
𝑖

𝑛O,𝑖 𝑥𝑖 , (1.2)

where 𝑥modifiers represents the total mole fraction of modifier oxides (e.g., Na2O,
K2O, CaO, MgO), and 𝑥charge compensators is the mole fraction of network-former ox-
ides requiring charge compensation (e.g., Al2O3, tetrahedral B2O3). In Eq. (1.2), 𝑛O,𝑖

is the number of oxygen atoms in one molecule of oxide 𝑖 and 𝑥𝑖 is its mole frac-
tion. Equations (1.1)–(1.2) yield the fraction of non-bridging oxygens, which can be
multiplied by 100 to obtain the percentage [18].

1.2.2 Structural Parameters of Glass
The structure of glass is characterized at multiple scales, from local atomic arrange-
ments to intermediate-range connectivity. Three primary parameters are used to
describe these structural features:

• Short-Range Order (SRO): SRO (short-range order) refers to the local coor-
dination environment of atoms, typically extending over distances of a few
angstroms. It is analyzed through coordination numbers, which indicate the
number of nearest-neighbor atoms, and radial distribution functions, which
describe the probability of finding an atom at a given distance from another
atom. For example, in silicate glasses, silicon typically adopts a tetrahedral
coordination SiO4, with a coordination number of 4. In contrast, boron may
exist in either trigonal BO3 or tetrahedral BO4 configurations, depending on
the glass composition.

• Intermediate-Range Order (IRO): IRO encompasses the connectivity of struc-
tural units, such as the formation of rings, chains, or clusters, over distances of
5–20 Å. Unlike crystalline materials, where IRO extends over long distances,
glass exhibits limited IRO due to its amorphous nature. Techniques such as ra-
dial and angular distribution functions provide insights into the arrangement
of polyhedra and the presence of structuralmotifs, such as six-membered rings
in silicate glasses.

• Network Connectivity: This parameter quantifies the degree of polymeriza-
tion within the glass network, primarily through the distribution of bridging
and non-bridging oxygens. The connectivity is often described using the 𝑄𝑛

and 𝑇𝑛 notation, where 𝑄𝑛 refers to tetrahedral species (e.g., SiO4 or AlO4)
with 𝑛 bridging oxygens, and 𝑇𝑛 refers to trigonal species (e.g., BO3) with 𝑛
bridging oxygens. For example, a𝑄4 unit represents a silicon tetrahedron con-
nected to four other tetrahedra via BOs, indicating high connectivity, while a
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Figure 1.3: (a) and (b) Qn species (tetrahedral species connected to number of bridging oxy-
gen) and Tn species (trigonal species connected to n number of bridging oxygen)
and (c) Representation of Qn based on Zachariasen representation [19]

𝑄2 unit has two BOs and two NBOs, indicating lower connectivity. A visual
representation is shown in Figure 1.3.

These parameters collectively define the glass's structural framework and influ-
ence its behavior under various conditions, such as exposure to aqueous environ-
ments in nuclear waste disposal scenarios.

1.2.3 Coordination of Elements in Glass
The coordination environment of elements within the glass network is a critical de-
terminant of its structural and chemical properties. Each element's coordination
state—defined by the number and type of atoms to which it is bonded—depends on
factors such as its valence, ionic radius, and the surrounding chemical environment.
Below, we discuss the coordination of key elements commonly found in borosili-
cate glasses used for nuclear waste immobilization, including silicon, aluminum,
sodium, and calcium, before delving into a detailed analysis of boron coordination.

Silicon Coordination

Silicon is the primary network former in silicate and borosilicate glasses, typically
adopting a tetrahedral coordination SiO4 [17]. Each silicon atom is covalently bonded
to four oxygen atoms, forming a tetrahedron with Si–O bond lengths of approxi-
mately 1.6Å [17]. In a fully polymerized network, these tetrahedra are connected via
bridging oxygens, forming a 𝑄4 structure. The introduction of network modifiers,
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such as sodium or calcium, breaks Si–O–Si bonds, creating non-bridging oxygens
and reducing the connectivity to 𝑄3, 𝑄2, or lower species [17]. The distribution of
𝑄𝑛 species can be quantified using techniques such as nuclear magnetic resonance
(NMR) spectroscopy, particularly 29Si NMR, which provides insights into the local
environment and network connectivity.

Aluminum Coordination

Aluminum’s coordination in oxide glasses is more complex due to its ability to act
as both a network former and a modifier [17]. In borosilicate glasses, aluminum
predominantly forms AlO4 tetrahedra, acting as a network former when charge-
balanced by alkali or alkaline earth cations [17]. The Al–O bond length is slightly
longer than the Si–O bond (approximately 1.75 Å), reflecting aluminum’s larger
ionic radius [17]. The tetrahedral coordination requires a nearby cation (e.g., Na+

or Ca2+) to compensate for the negative charge of the AlO4 unit. However, it has
been shown that Na+ ions are the predominant charge compensators for AlO4 units,
while Ca2+ plays a more limited role [20]. In some compositions, particularly those
with high aluminum content or low modifier concentrations, aluminum can adopt
higher coordination states, such as five- or six-fold coordination (AlO5 or AlO6), be-
having as a networkmodifier [17]. These higher coordination states are less common
in nuclear waste glasses but can influence properties such as viscosity and chemical
durability.

Sodium and Calcium Coordination

Sodium and calcium, as networkmodifiers, do not formpart of the covalent network
but instead occupy interstitial sites, balancing the charge of non-bridging oxygens or
tetrahedral units likeAlO4 or BO4 [17]. Sodium typically has a coordination number
of 5–6, with Na–O distances ranging from 2.3 to 2.6 Å, forming irregular polyhedra.
Calcium, with a higher charge and smaller ionic radius, has a coordination num-
ber of 6–8, with Ca–O distances of approximately 2.3–2.5 Å [17]. The coordination
environments of these modifiers are highly disordered, reflecting the amorphous
nature of the glass. Their presence disrupts the network, increasing the number of
NBOs and reducing the glass’s viscosity, which is advantageous for processing but
can compromise chemical durability if not carefully balanced [17].

Boron coordination

Boron plays a structurally versatile and chemically significant role in borosilicate
glasses. Unlike silicon, which predominantly adopts a tetrahedral configuration in
glasses, boron is capable of existing in both trigonal BO3 and tetrahedral BO4 coor-
dination states [17]. This dual behavior makes boron uniquely sensitive to changes
in glass composition, particularly the ratio of network modifiers like sodium oxide
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Na2O to glass formers such as boron oxide B2O3 and silicon dioxide SiO2 [17].
Importantly, boron also plays a vital role during vitrification by lowering themelt-

ing temperature and improving the processability of glass melts, making it easier to
incorporate a wide range of waste elements [17]. This compositional dependence
has a profound impact on the connectivity of the glass network and is especially im-
portant for designing glasses used in high-performance applications such as nuclear
waste immobilization [17].

One of the most well-known phenomena associated with boron in glasses is the
“boron anomaly.” [17] In borate and borosilicate glasses, the addition of Na2O ini-
tially results in an increase in network connectivity. This is because sodium ions help
convertBO3 units intoBO4 units, which form strong, three-dimensional connections
similar to those of SiO4 tetrahedra. This behavior leads to non-linear trends in glass
properties, such as an initial increase in density, glass transition temperature, and
elastic modulus with increasing alkali content—an effect referred to as the boron
anomaly. To quantify the proportion of tetrahedrally coordinated boron in glass,
the parameter 𝑁4 is commonly used, defined as

𝑁4 =
[BO4]

[BO3] + [BO4] (1.3)

The value of 𝑁4 ranges from 0 (all boron in trigonal coordination) to 1 (all boron
in tetrahedral coordination). To predict how 𝑁4 changes with composition, Yun and
Bray, followed by Dell et al., proposed a structural model based on experimental
NMR data for ternary glasses containing SiO2, B2O3, and Na2O [21], [22]. They
introduced two compositional ratios:

• 𝑅 = [Na2O]/[B2O3]: the molar ratio of boron oxide to sodium oxide,

• 𝐾 = [SiO2]/[B2O3]: the molar ratio of silica to boron oxide.
The maximum proportion of tetrahedral boron (𝑁4 = 1) is reached at a critical

modifier-to-boron ratio, 𝑅max, defined by

𝑅max =
𝐾
16

+ 1
2

(1.4)

For compositions where 𝐾 ≥ 8, the system follows:

• If 𝑅 ≤ 𝑅max, then 𝑁4 = 𝑅;

• If 𝑅 > 𝑅max, then 𝑁4 = 1.

To extend this model to cases where 𝐾 < 8, Dell, Bray, and Xiao introduced the
DBX model [22], [23]. It defines four structural regimes that describe how Na2O
interacts with boron species in the glass:
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1. Regime I (𝑹 < 0.5): In this regime, all Na2O is used to convert BO3 units
into BO4. The network becomes highly polymerized, and𝑁4 increases sharply,
often approaching 1 [22], [23].

2. Regime II (0.5 ≤ 𝑹 ≤ 𝑹max): Additional Na2O supports the formation of
reedmergnerite-type structureswhere BO4 units linkwith SiO4 tetrahedra, fur-
ther strengthening the network.

3. Regime III (𝑹max < 𝑹 ≤ 𝑹𝑫1): Beyond BO4 saturation, excess Na2O gener-
ates non-bridging oxygens (NBOs) on silicate tetrahedra, reducing network
connectivity. The transition point is given by:

𝑅𝐷1 =
1
2
+ 𝐾

4
(1.5)

4. Regime IV (𝑹𝑫1 < 𝑹 ≤ 𝑹𝑫3): Sodium begins to interact with diborate units,
further breaking down the network and increasing its vulnerability to corro-
sion. The fraction of tetrahedral boron is given by:

𝑁4 = 𝑁4,max − 0.25
1 + 𝐾 (𝑅 − 𝑅max) (1.6)

The upper limit of this regime is defined by:

𝑅𝐷3 = 2 + 𝐾 (1.7)

An alternative expression for 𝑁4, applicable near 𝑅max, is:

𝑁4 =
8 + 𝐾

12
− 𝑅 · 8 + 𝐾

12(2 + 𝐾) (1.8)

To improve the accuracy of the original model, Manara et al. [24] proposed a re-
fined equation for 𝑅max, accounting for specific structural units:

𝑅max =
1
2
+ 𝐾

2𝑁
(1.9)

Here, 𝑁 depends on the dominant structural motif:
• 𝑁 = 5 for danburite-type units (Na2O·B2O3·2SiO2),

• 𝑁 = 6 for reedmergnerite-type units (Na2O·B2O3·6SiO2).
The DBX model overestimates 𝑁4 in glasses containing Al2O3, as it does not ac-

count for aluminum’s contribution to the tetrahedral network. To resolve this, Du
and Stebbins introduced the D&S model [25], which modifies the DBX ratios:

• 𝑅′ = [Na2O]
[B2O3]+[Al2O3] ,
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• 𝐾′ = [SiO2]
[B2O3]+[Al2O3] .

The total fraction of tetrahedrally coordinated boron and aluminum (𝑁 ′
4) is first

calculated using the DBX model with these modified ratios. The specific fraction of
four-coordinated boron is then obtained via:

𝑁4 =
𝑁 ′

4 · (B2O3 + Al2O3) − Al2O3

B2O3
(1.10)

Other Elements

Other elements, such as zirconium, molybdenum, and actinides (e.g., uranium, plu-
tonium), may be present in nuclear waste glasses, particularly in complex compo-
sitions like France’s R7T7 glass. Zirconium typically adopts a six-fold coordination
(ZrO6), acting as an intermediate or modifier , and can enhance chemical durability
by strengthening the network . Molybdenum often forms isolated MoO4 tetrahedra
or clusters , which can lead to phase separation if not properly incorporated . Ac-
tinides, due to their large ionic radii, tend to occupy high-coordination sites (6–8),
behaving as modifiers and requiring careful integration to prevent crystallization or
leaching [17].

Conclusion
Glasses derive their properties from their amorphous networks, where silicon,
boron, and aluminum are central to the overall connectivity. The distribution of
these species governs both mechanical strength and chemical reactivity. Modi-
fiers such as sodium or calcium break up the network, while aluminum tends to
reinforce it when properly charge-balanced. Boron, in contrast, is easily leached,
creating sites of weakness in the gel that develops during alteration. The way
these elements are incorporated into the initial structure is thus directly re-
flected in the resistance of the glass to corrosion.

1.3 Glass Alteration
When a glass comes into contact with water, it undergoes a series of transformation
processes collectively known as glass alteration. This includes the conversion of the
glass into solid alteration products and dissolved aqueous species [15].

Glass alteration progresses through several well-defined stages, as illustrated in
Figure 1.4 [26]. The process begins with an initial stage characterized by a high
dissolution rate, known as the initial dissolution rate. This is followed by a gradual
decline in the rate of alteration, eventually reaching a much slower, steady-state rate
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Figure 1.4: The stages of nuclear glass alteration and their associated mechanisms vary
based on the glass composition and leaching conditions, such as temperature,
pH, solution composition, and renewal rate. The duration of each kinetic regime
is influenced by these factors. [26]

referred to as the residual rate. In some cases, a third stage may occur, during which
the alteration rate can increase again, signaling a potential resumption of glass alter-
ation [27], [28], [29] . Each of these stages exhibits distinct kinetic and mechanistic
characteristics, influenced by factors such as the glass composition, the chemistry of
the surrounding aqueous environment (e.g., solution pH, ionic strength), and exter-
nal conditions like temperature.

A key feature in the alteration process is the formation of an alteration gel—a hy-
drated, amorphous layer that develops on the glass surface. This gel plays a crucial
role in limiting further corrosion by serving as a diffusion barrier to reactive species.
The gel’s effectiveness is determined by its properties, including porosity, thickness,
and chemical composition, all of which are closely tied to the glass’s elemental con-
stituents [14], [15]. Notably, boron and aluminum are critical in influencing the
structure and protective capacity of this alteration layer [30].

1.3.1 Initial Dissolution rate
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Overview and Mechanisms

Thefirst stage of glass alteration, commonly referred to as the initial dissolution regime,
is governed by processes occurring under far-from-equilibrium conditions, prior to
solution saturation . Ion exchange represents the earliest andmost rapidmechanism,
whereby alkali ions such as sodium Na+ and lithium Li+ are replaced by protons or
hydronium ions H+/H3O+ from the contacting solution. This exchange is partic-
ularly enhanced under acidic conditions (pH < 7) and results in the formation of
a dealkalized surface layer depleted in network modifiers . The removal of these
mobile cations weakens the glass structure and facilitates further alteration [3], [31].

Concurrently, hydrolysis of the glass network is initiated, involving nucleophilic
attack by water molecules on covalent bonds—particularly Si–O–Si, Si–O–B, and Si–
O–Al. This reaction leads to the formation of silanol (Si–OH) and boranol (B–OH)
groups, progressively destabilizing the glass network . Among these bonds, Si–O–B
bonds are most susceptible to hydrolytic cleavage due to their lower bond energy,
making boron-rich glasses especially prone to rapid dissolution [31], [32]. The com-
bined action of ion exchange and hydrolysis results in congruent dissolution of the
glass, characterized by the proportional release of key constituents such as silicon,
boron, sodium, and aluminum into the aqueous phase .

Kinetics and Influencing Factors

The kinetics of initial dissolution are governed by a complex interplay of factors, in-
cluding glass composition, temperature, solution chemistry, and surface area [33].
Dissolution rates during this stage typically range from 1 to 50 g·m−2·d−1 for borosil-
icate nuclear waste glasses, while broader glass families (e.g., alkali-rich silicates,
phosphates) can exhibit significantly higher rates under comparable conditions [33].
Temperature is a primary driver: higher temperatures enhance the rate of bond
cleavage, leading to faster release of glass components.

Solution chemistry, particularly pH, plays a critical role in modulating the bal-
ance between hydrolysis and ion exchange [10], [34]. In acidic environments, ion
exchange dominates, as protons readily replace alkali ions, while in alkaline condi-
tions (pH > 9), hydrolysis of Si–O–Si and Si–O–B bonds is favored, often leading to
the formation of a silica-rich surface layer [34]. The initial dissolution rate far from
equilibrium, 𝑟0, can be described by the following equation 1.11.

𝑟0 = 𝑘𝑖

[
exp

(−𝐸a,H+

𝑅𝑇

)
𝑎𝜂H+

H+ + exp
(−𝐸a,H2O

𝑅𝑇

)
+ exp

(−𝐸a,OH−

𝑅𝑇

)
𝑎𝜂OH−

OH−

]
(1.11)

The initial dissolution rate 𝑟0, expressed in units such as mol·m−2·s−1, depends on
contributions from acid-, water-, and base-activated mechanisms. The terms 𝐸a,H+ ,
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𝐸a,H2O, and 𝐸a,OH− represent the activation energies (in kJ·mol−1) associated with
each of these pathways. The activities of the hydrogen and hydroxide ions, denoted
by 𝑎H+ and 𝑎OH− , are dimensionless and reflect the effective concentrations of these
species. Their respective reaction orders are given by 𝜂H+ and 𝜂OH− . The gas constant
𝑅 appears in the Arrhenius-type exponential terms and has units of kJ·mol−1·K−1,
while𝑇 is the absolute temperature in Kelvin. Finally, 𝑘𝑖 is the intrinsic rate constant,
which scales the overall reaction rate and has the same units as 𝑟0 [35].

Glass composition is a fundamental determinant of the initial dissolution rates.
Boron-rich glasses exhibit higher rates due to the prevalence of hydrolysable Si–O–
B bonds, which form a sub-network that is easily disrupted by water [36]. Con-
versely, glasses with elevated zirconium content demonstrate greater resistance, as
Zr acts as a strong network former that stabilizes the silicate network [37]. The role
of aluminum is more complex. Its influence depends strongly on its concentration
in the glass and on the alteration regime under consideration. At relatively low con-
centrations (around 3.5 mol%), Al tends to reduce dissolution by reinforcing the
silicate network, as AlO4 tetrahedra increase the strength of Si–O bonds [38], [39],
[40]. At intermediate levels (3.5–19 mol%), this beneficial effect persists, though less
markedly. However, at higher concentrations (above 19 mol%), the overall alter-
ation rate increases, likely due to the greater proportion of weaker Al–O bonds that
are more susceptible to hydrolysis. The ratio of soluble (Na, Ca) to insoluble (Si,
Al) elements also plays a key role: higher proportions of soluble species relative to
network formers accelerate the initial dissolution rate [41].

1.3.2 Residual rate
Overview and Mechanisms

According to Grambow, borosilicate glasses corrosion never really stops but, unlike
minerals, after achieving saturation concerning silica, there is a subsequent drop in
the alteration rate, and corrosion is led by hydrolysis and release of soluble elements .
A general rate law is given in equation 1.12.

𝑟 = 𝑟0

(
1 − [H4SiO4]

𝐾

)
+ 𝑟r (1.12)

In the equation 1.12, 𝑟 is the corrosion rate of the glass, 𝑟0 is the initial dissolu-
tion rate (mentioned in section 1.3.1) and [H4SiO4] is the activity of orthosilicic acid
at the glass interface and K denotes the equilibirium constant refering to the activ-
ity of orthosilicic acid at saturation. After the solution become silica saturated the
dissolution rate stabilizes at a low, steady-state value known as the residual rate 𝑟r.

During this stage, hydrolysis of residual Si–O–Si and Si–O–Al bonds continues,
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albeit at a significantly reduced rate, driven by the diminished chemical affinity in
silica-saturated solutions [16]. The alteration gel acts as an effective diffusion bar-
rier, with water diffusion coefficients ranging from approximately 10−9 m²·s−1 in
connected pores to as low as 10−23 m²·s−1 in closed pores [15], [42]. The gel thus
formed is not a static entity and evolves over time [16], [43]. The morphology of the
gel and its evolution are discussed in detail in the coming section 1.3.5.

The residual alteration stage is critical for assessing the long-term durability of
alumino-borosilicate glasses, as it reflects their ability to resist corrosion over ex-
tended timescales. The residual rate serves as a key metric for predicting the ma-
terial’s performance in aqueous environments, informing the design of glasses for
applications requiring sustained stability. Understanding the factors that govern 𝑟r,
particularly the role of the alteration gel, is essential for developing compositions
that minimize corrosion and maintain structural integrity.

1.3.3 Resumption of alteration
After the residual rate regime, glass alteration may resume, a stage often referred
to as Stage 3. This resumption occurs when solution conditions destabilize the al-
teration gel. At high pH (pH > 10.5) and/or elevated temperatures (T > 90 °C), ze-
olitic secondary phases can precipitate, incorporating silicon and aluminum from
the gel [27], [28], [29]. Similar processes are promoted by the presence of cations
such as Mg or Fe, which enhance secondary phase precipitation and remove silicon
from solution [44]. As these phases grow at the expense of the gel, its protective
capacity decreases, leaving more glass surface exposed to attack. Under these con-
ditions, the alteration rate rises again after the residual regime, but it remains lower
than the initial dissolution rate, as shown in Figure 1.4.

1.3.4 Experimental characterization of glass alteration
Techniques such as inductively coupled plasma (ICP) methods, time-of-flight sec-
ondary ionmass spectrometry (ToF-SIMS), small-angle X-ray scattering (SAXS), and
transmission electron microscopy (TEM) are commonly employed to measure the
alteration rate, with ICP providing direct quantification of elemental release that
defines the residual rate. ICP techniques, including ICP-mass spectrometry (ICP-
MS) and ICP-optical emission spectroscopy (ICP-OES), analyze leachate solutions
to detect elements released during glass alteration. ICP-MS offers high sensitivity,
detecting trace elements such as boron and sodium at parts-per-trillion levels, while
ICP-OES is effective for major elements such as silicon and calcium. These measure-
ments enable precise determination of residual rates, often as low as 10−4 g/m²/d
in borosilicate glasses, by tracking elemental release over time. ToF-SIMS comple-
ments ICP by analyzing the surface chemistry of altered glass, mapping elemental
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depletion (e.g., B loss) or enrichment (e.g., Si, Al) in the top few nanometers, thereby
providing amechanistic explanation for the protective layers inferred from ICP data.

SAXS and TEM provide structural and morphological information that comple-
ments the chemical quantification obtained by ICP. SAXS probes nanoscale features
(1–100 nm), such as porosity in the alteration gel, revealing how changes in pore size
and distribution influence the transport of water and solutes, and hence the disso-
lution rates measured by ICP. For example, denser gels with smaller pores correlate
with lower residual rates in ICP-MS data. TEM, coupled with energy dispersive
X-ray spectroscopy (EDS), provides atomic-resolution imaging and compositional
analysis of altered layers, identifying features such as silica-rich gels or crystalline
precipitates that act as barriers to further dissolution. These altered layers, typically
10–100 nm thick, are consistent with the low residual rates detected by ICP in nu-
clear waste glasses. By combining the quantitative elemental release data from ICP
with surface information from ToF-SIMS, nanoscale structural insights from SAXS,
and high-resolution imaging from TEM, researchers obtain a comprehensive under-
standing of the mechanisms controlling the residual rate.

1.3.5 Alteration dynamics of gel: Formation to Passivation
This section is structured tomove frommechanisms to consequences. We beginwith
the fundamental gel formation mechanisms, outlining the two main conceptual mod-
els (classical interdiffusion and dissolution–precipitation) and illustrating how they
apply to different glass compositions (CJ1 vs. CJ2). We then turn to the morphology of
the gel, where microscopic observations highlight the development of porosity, den-
sity gradients, and the role of silica and alumina enrichment in passivation. Next,
we consider transport and maturation of the alteration gel, emphasizing how pore re-
organization and self-healing processes progressively reduce diffusivity and water
accessibility. Finally, we examine the role of boron and aluminum, showing how these
elements modulate both the kinetics and the structural pathways of gel formation
and maturation.

Gel formation Mechanisms

During the transition from initial dissolution to the residual rate regime, both ther-
modynamic and kinetic transport-limiting effects work in conjunction . The thermo-
dynamic effect arises from a reduction in the chemical affinity for the hydrolysis of
the silicate network (Si�-O�-𝑀 bonds, where 𝑀 represents glass formers). On the
other hand, the transport-limiting effect is associated with the formation of a Si-rich
gel layer.

The alteration gel that forms in these conditions is a hydrated, amorphous layer
that forms on the glass surface during aqueous corrosion, serving as the primary
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barrier against further degradation. It forms isovolumetrically, i.e., the gel occupies
the same volume as the altered glass, and is mainly composed of silica, but can also
incorporate poorly soluble elements such as Al, Zr, and Ca . The gel reduces further
alteration by limiting both water diffusion and reactivity at the alteration front[45],
[46].

Two main models have been proposed to explain gel formation. The classical in-
terdiffusion model (CID) [47], [48] considers the formation of a hydrated glass zone
by ion exchange, followed by hydrolysis of Si–O–Si bonds and subsequent in situ
condensation of silanol groups, leading to a reorganized silica-rich framework. In
contrast, the interfacial dissolution–precipitation (IDP) model proposes that gel forma-
tion occurs via congruent glass dissolution, followed by reprecipitation of dissolved
species once the solution becomes supersaturated with silica [49], [50].

Neither model alone fully accounts for observed concentration profiles and iso-
topic tracers in the gel. Instead, it is now accepted that both mechanisms may co-
exist, depending on glass composition and alteration conditions [32]. In the disso-
lution/precipitation pathway, glass components dissolve congruently into the solu-
tion, reaching supersaturation and precipitating as a silica-rich layer [49], [50]. This
mechanism is more prevalent in glasses with low aluminum content, where silica
solubility drives gel formation [50]. In contrast, the CID/in situ reorganization path-
way involves the selective leaching of mobile elements, such as B, Na, and Ca, leav-
ing behind a restructured silica- or aluminosilicate-rich network that forms the gel.
This pathway is favored in aluminum-rich glasses, where the aluminosilicate frame-
work resists complete dissolution [32], [42], [51].

These twomechanisms are very important to understand gel formation and there
is no reason to oppose one model for the other18 [36]. In fact, both may operate si-
multaneously, depending on composition and solution chemistry. Gel formation
is highly composition-dependent. For instance, comparative studies of two sim-
plified borosilicate glasses, CJ1 (aluminum-free) and CJ2 (aluminum-bearing), re-
vealed that even slight differences in chemistry can result in different alteration path-
ways and gel properties [52], [53]. The tests were performed at 90°C in a solution of
pH 9 saturated with respect to amorphous silica to favour an early formation of the
passivating gel. CJ1 released silica into the silica-saturated solution, indicating that
CJ1 is more soluble than amorphous silica, and it can be deduced that Si saturation
limit is composition dependent [52].

The glass containing Al exhibited slower dissolution kinetics, consistent with pre-
vious experimental andmodeling studies [38], [53]. InCJ1, rapiddissolution leads to
a significant release of both Si and B into solution, even under conditions initially sat-
urated with amorphous silica. Isotopic tracing shows that the outer gel is enriched
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Figure 1.5: Different dissolution behavior of CJ1 and CJ2

in 29Si, reflecting extensive dissolution of the network followed by reprecipitation
once the solution reached supersaturation. This process results in the formation of
silica sols and a dense water-facing layer that progressively limits transport, explain-
ing why CJ1 achieves passivation despite its higher intrinsic solubility. In contrast,
CJ2 undergoes only limited hydrolysis of the silicate framework due to the presence
of Al. The measured B release is much lower, and most of the gel retains the iso-
topic signature of the pristine glass, indicating that network reorganization occurs
mainly in situ rather than through dissolution and reprecipitation. The incorpora-
tion of Al strengthens the network, reduces Si mobility, and favors the development
of a nanoporous but mechanically rigid gel that progressively densifies over time.
This delayed restructuring slows the approach to steady-state conditions but ulti-
mately produces a more effective passivating layer than in CJ1, as seen by the lower
long-term residual rate. These contrasting behaviors highlight that CJ1 is governed
by rapid dissolution and precipitation-driven gel formation, while CJ2 is dominated
by incomplete hydrolysis and in situ condensation processes. This experimental ev-
idence complements the conceptual mechanisms summarized in Figure 1.5.
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Morphology of the gel

The alteration gel formedduring glass corrosion is a generally amorphous andporous
material whose porosity and density evolve with both time and glass composition.
Figure 1.6 shows a sequence of SEM images at different magnifications highlighting
the morphology of such gels.

In Figure 1.6a, the gel layer appears as a lighter zone on top of the unaltered glass,
illustrating the development of an alteration film several hundred nanometers thick.
A closer view (Figure 1.6b) reveals the heterogeneous structure of the gel, with a
denser external region at the interface that acts as a diffusive barrier. At even higher
magnification (Figure 1.6c), nanometer-scale porosities are observed, characteristic
of the reorganized gel network.

The gel is enriched in silica and, in aluminum-bearing glasses, alumina, while
mobile elements such as boron and sodium are preferentially leached. In boron-
rich glasses, this extensive depletion increases porosity, as the removal of boron
generates silanol groups that subsequently condense, modifying the connectivity
of the gel network. Over time, reorganization processes produce a density gradient,
with the densest zone forming near the glass–gel interface, thereby reducing species
transport and slowing alteration kinetics [45], [46], [54].

Both the external and internal regions of the gel can contribute to reduced alter-
ation. Depending on how the gel is formed (as discussed in the previous section),
different portions of the gel act as the primary diffusion barrier. For instance, in CJ1
glass, the formation of a dense external layer leads to passivation, whereas in CJ2
glass, it is the inner part of the gel network that provides the dominant barrier to
transport [52]. The transport properties of gel is discussed in Section 1.3.5

Thus, the protective character of the gel arises both from its chemical composi-
tion (retention of network formers such as Si and Al, partial incorporation of Ca or
Zr) and from its evolving morphology, which transitions from open porosity to a
compact structure capable of passivating the glass surface.

Transport and Maturation of the Alteration Gel

The gel layer’s properties, particularly its pore network, can evolve over time, through
a process known as gel maturation [52]. In general, small pores connect together
over time to create bigger pores leading to diminishing pore connectivity . This
happens through hydrolysis and condensation reactions which minimizes the free
energy of the gel [55], [56], [57]. This process transforms open channels into iso-
lated pores, significantly lowering water diffusivity and restricting water access to
the pristine glass [42].

A systematic studywas conducted on International SimpleGlass (ISG), a six-oxide
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Figure 1.6: SEM images of an alteration gel at different scales [46]: (a) cross-sectional view
showing the gel (lighter contrast) on top of the unaltered glass, (b) zoom on the
gel revealing a denser external zone, (c) high-magnification view of nanometer-
scale porosities in the gel network.

borosilicate reference composition widely used to model nuclear waste glass alter-
ation [42]. The aim was to investigate how water penetrates and interacts with the
passivating gel layer, and how the pore structure reorganizes over time to influence
transport. To this end, isotopic tracing experiments were performed using H2

18O,
which provide direct insight into bothwater ingress through open pores and oxygen
exchange within the reorganized gel network.

In this experimental design, ISG samples were first altered under reference condi-
tions (90 °C, pH 7, solution saturated with respect to amorphous silica). After one
year, the glass developed a 1.5 µm amorphous gel layer formed by reorganization
of the Si–Zr–Al network, with a pore size of about 1 nm. These altered samples
were then immersed in solutions containing H2

18O for durations ranging from a
few minutes to three months. Depth profiles of oxygen isotopes were subsequently
measured by time-of-flight secondary ion mass spectrometry (ToF-SIMS).

The measurements showed that water penetrates the gel rapidly, reaching the
pristine glass interface within minutes . However, the exchange of 18O with 16O
in the gel network remained limited, especially in mature gels where closed pores
dominate, indicating restricted oxygen mobility and enhanced passivation. A mea-
surable exchange of 18O with 16O was observed after only three minutes of immer-
sion, and the 18O/16O profile showed that exchange increased over time but never
approached full equilibration (Figure 1.7).

The result from the experiment above is consistent with the network of pores
made up of substantially penetrative open channels as well as closed pores that hin-
ders the exchange between the silanols and water molecules. The basic assumption
being that the water molecules randomly explore their path in the open porosity
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Figure 1.7: Water mobility in the gel monitored by time-dependent ToF-SIMS. (a) Quanti-
tative 18O/16O profiles for different contact durations; the pristine glass value
(2.2 × 10−3) agrees with natural abundance. (b) Normalized B profiles for the
same durations; the alteration front (𝐶/𝐶0 = 0.5) is at 1574±20 nm. B profiles
are anti-correlated with 18O/16O, indicating tagged water reached the dissolu-
tion front, with some B retained in the gel (undissolved clusters). (c) Mean
18O/16O ratio in the gel vs. contact time, with error bars from pristine glass
uncertainties [42].
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Figure 1.8: Conceptual and mathematical model of water diffusion in passivating gels. Left:
schematic representation where the gel contains spherical pores (mean radius 𝑟),
with some connected in aggregates modeled as cylinders (mean separation ⟨𝑟𝑐⟩)
spanning the solution/gel to gel/glass interface. Right: mathematical model used
to derive water diffusion coefficients. Two exchange modes are shown in red, with
diffusion coefficients 𝐷𝑐 and 𝐷𝑑 [42].

and interact with Si-O-M (Si, Al or Zr) and undergo hydrolysis and condensation
along their path. A simplified model corresponding to diffusion of water molecules
in the gel structure is shown in Figure 1.8.

The interpretation of the experimental isotopic exchange results was carried out
using a continuum diffusion model that assumes water transport occurs through
both connected and closed pores. In this framework, the diffusion coefficient in
connected pores, 𝐷C, is expected to be greater than 10−11 m2s−1, consistent with
open pathways that allow relatively fast water movement. In contrast, diffusion into
closed or dead-end pores, 𝐷d, decreases markedly over time, reflecting the progres-
sive self-reorganization of the gel. Within one day, 𝐷d dropped to approximately
10−21 m2s−1, and after about 90 days it reached 6 × 10−23 m2s−1. This behavior sug-
gests that the gel acts as a selective filter containing a limited number of connected
channels and a large fraction of closed pores, which together strongly restrict water
diffusion [58]. It is important to emphasize that this model represents an assumption-
based interpretation, not a direct measurement of diffusivity.

Water transport was also investigated at the nanometer scale (0.5–4 nm pores) us-
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Figure 1.9: Self-diffusion of water in amorphous silica pores. (a) Radial profiles of water
diffusion coefficients in cylindrical pores of diameters 0.5, 0.9, 1.6, and 3.6 nm
from reactive force field MD simulations. Diffusion is higher at the pore center,
where water is less constrained, and reduced near oxygen-terminated, rough pore
walls that undergo structural changes upon hydration. Dashed lines mark pore
walls. (b) Mean diffusion coefficients at pore centers and walls across pore sizes.
Inset: Snapshot of the 0.9-nm pore system, with part of the silica removed (gray)
to reveal confined water (blue) [42].

ingmolecular dynamics (MD) simulationswith reactive force field potentials [42]. A
major result was that water molecules close to pore walls experienced reduced mo-
bility due to hydrogen bondingwith silanol groups and oxygen ions on the glass sur-
face, whereas water molecules in the pore center diffused more freely. This spatial
heterogeneity implies that overall water diffusivity is reduced compared to the bulk
liquid because of drag exerted near the walls. For pores larger than about 0.5 nm,
however, the confinement effect on diffusion was relatively minor, as illustrated in
Figure 1.9.

Role of boron and aluminum in Alumino-Borosilicate Glass Alteration

Boron in alumino-borosilicate glasses can exist in trigonal BO3 or tetrahedral BO4

coordination, depending on the presence of alkali or alkaline earth cations [41]. Its
incorporation into the silicate network forms Si–O–B bonds, which are more sus-
ceptible to hydrolysis than Si–O–Si or Si–O–Al bonds, leading to higher initial dis-
solution rates. This is because the weaker Si–O–B bonds break more readily under
aqueous attack, releasing soluble boron species (primarily B(OH)3 and B(OH)−4 ) into
solution along with alkalis such as Na.

In the residual alteration stage, however, boron’s role changes fundamentally.
The release of B during the early stages produces silanol-rich surfaces, which can
undergo condensation to form new Si–O–Si bonds. This process reduces pore con-
nectivity in the alteration gel, enhancing its passivating properties and lowering the
residual corrosion rate [16]. The retention of B in the gel has been shown to hinder
the dissolution of other soluble elements such as Na and Ca, indicating a coupled
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behavior.
According to Gin et al. [16], the release rate of B in silica-saturated conditions—

and by extension the residual corrosion rate—can be limited by three main mecha-
nisms: (i) the rate of hydrolysis of B–O–Si bonds, parameterized as a function of pH
and time for the diffusive regime (i.e., the stage where B release follows a parabolic,
square-root-of-time dependence due to diffusion through the maturing Si-rich gel);
(ii) the inward diffusion of H+ or H3O+ through the passivating gel; and (iii) the
outward diffusion of aqueous B species through the passivating gel, potentially ac-
companied by precipitation in nanopores. These mechanisms are interdependent
and influenced by the structural evolution of the alteration gel.

The removal of B, Na, and Ca from the glass alters the alteration layer by promot-
ing repolymerization of the silicate network, which then controls the release and
transport of mobile species [32]. In neutral and basic pH, dissolution is generally
congruent, whereas in acidic pH it is often incongruent, continuing until silica sat-
uration marks the onset of passivation.

Beyond saturation, B dissolves until a significant fraction of gel pores close. The
dissolution of Ca and Na is largely coupled to that of B and can be approximated
with a first-order rate law including an affinity term for the pseudo-equilibrium be-
tween the Si-rich gel and bulk solution [16]. As the gel matures, its pore network
evolves which sharply limiting water diffusion (see Section 1.3.5) and reducing the
diffusivity of B(aq) and Ca(aq). [16], [58]

Elevated local concentrations of B(aq) and Ca(aq) at the glass interface can further
slow B dissolution, with possible precipitation of borate or Ca–borate phases in the
pores [16]. These processes collectively restrict water transport and reinforce the
long-term stability of the passivating layer [16].

Diffusion properties are closely governed by the size and hydration of the mobile
species. In altered glass, the nanoconfined, silica-enriched gel acts as a molecular
sieve with pore sizes typically below 1 nm [58] , strongly hindering transport. Sim-
ilar to the restricted mobility of water in nanoconfined environments, the diffusion
of ions within this gel is also significantly reduced.

Aluminum, as a network former, plays a role that contrasts with that of boron in
enhancing the structural integrity of alumino-borosilicate glasses. The incorpora-
tion of aluminum as a second neighbor to silicon primarily increases the energy bar-
rier required for Si–O bond rupture, thereby strengthening the silicon network [38].
Nevertheless, the presence of aluminum also influences the dynamics of structural
relaxation in more subtle ways. While it can promote local, short-range reorgani-
zation of the network, this tendency may simultaneously restrict the medium- to
long-range rearrangements needed to close free volumes. As a result, the overall
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maturation process of the glass is decelerated, despite the enhanced stability of the
local silicon network [38], [53].

A similar structural role of aluminum is observed in the alteration gels formed
on CJ1 and CJ2 glasses. The 27Al MAS and 27Al{1H} REDOR NMR results indi-
cate that aluminum remains largely embedded within the solid gel network and is
only weakly accessible to pore water. Even in the altered state, Al does not form
a highly hydrated, mobile species but instead contributes to a rigid, polymerized
framework. This Al-rich network limits pore connectivity and weakens the devel-
opment of an extended hydrogen-bonded proton network, as evidenced by the 1H
MAS and Hahn-Echo measurements. Consequently, aluminum plays a key struc-
tural role in gel densification and stabilization, indirectly governing transport by
constraining water mobility [59].

In the residual alteration stage, aluminum’s influence is more complex. High alu-
minum content can increase the residual rate by stiffening the aluminosilicate net-
work, which slows the reorganization of the alteration gel andmaintains higher pore
accessibility [30], [41], [53]. This delay in gel maturation can lead to prolonged cor-
rosion, as water and dissolved species continue to penetrate the gel more readily.
Aluminum’s role in gel formation and reorganization is a critical factor in determin-
ing residual rates [30]. The role of Al is similar to the role of Zr in glass which
controls the residual rate by creating a rigid alteration gel with low rate of reor-
ganization [56]. Recent work by Kamalesh et al. [53] compared glasses with low
(SBNA1) and high (SBNA4) aluminum contents under silica-saturated conditions.
SBNA1 (63.0 % SiO2, 18.7 % B2O3, 17.3 % Na2O, 1.0 % Al2O3) has lower Al content
than SBNA4 (64.9 % SiO2, 17.3 % B2O3, 13.7 % Na2O, 4 % Al2O3). Figure 1.10 shows
the alteration profiles of SBNA1 and SBNA4. Although SBNA1 exhibited a higher
initial dissolution rate than SBNA4, its residual rate was lower. This behavior corre-
lates with the observed retention of boron in the alteration gel of SBNA1, suggesting
that boron retention can slow the long-term alteration process despite faster early-
stage dissolution.

The interplay between boron and aluminum in alumino-borosilicate glasses is a
delicate balance, with their effects modulated by their relative concentrations [41].
Boron’s tendency to accelerate initial dissolution can be mitigated by the presence
of aluminum, which strengthens the network and reduces early corrosion rates [38].
Conversely, aluminum’s potential to hinder gel reorganization in the residual stage
can be counteracted by boron’s ability to generate silanol groups, promoting rapid
condensation and passivation.
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Figure 1.10: Experiments conducted for 1 month in a Si-saturated solution at 90 ◦C. (a)
Equivalent thickness of B and Na for SBNA1 glass. (b) Equivalent thickness
of B and Na for SBNA4 glass. (c, d) ToF-SIMS depth profiles of B, Na, and Al
(recorded in negative mode) normalized to Si for SBNA1 and SBNA4 [53]
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Conclusion
Glass alteration starts with a fast initial dissolution stage, where alkali ions are ex-
changed with protons and weak bonds such as Si–O–B break easily, releasing
elements like B, Na, and Si into solution. The rate in this stage depends on com-
position, pH, temperature, and surface area, and can be described as the sum
of acid-, water-, and base-activated pathways. As silica in solution approaches
saturation, the process slows to a residual rate, controlled by both chemical affin-
ity and the properties of the alteration gel. Under alkaline or high-temperature
conditions, a third stage of resumed alteration may occur, driven by the precipi-
tation of zeolitic phases that consume silica and weaken the gel. A passivating
alteration gel forms during this evolution, either through direct reorganization
of the glass network or through dissolution followed by reprecipitation; in prac-
tice, both mechanisms often operate together. The gel is silica-rich, may contain
Al, Zr, or Ca, and its porosity and density change over time. With gel maturation,
open pores reorganize into fewer connected pathways and many closed pores,
reducing water and ion transport, as shown by isotope-tracing and molecular
dynamics studies. Boron promotes fast initial dissolution because Si–O–B bonds
break easily, but its early release also fosters silanol condensation that helps pas-
sivation and slows later release of B, Na, and Ca. Aluminum has the opposite ef-
fect: at low to moderate levels it strengthens the silicate network and lowers the
initial rate, but at higher contents it stiffens the gel, slows its reorganization, and
can raise the long-term residual rate. Zirconium plays a similar stabilizing role
by reinforcing the network. Overall, the long-term durability of nuclear glasses
depends on how composition, especially the balance between boron and alu-
minum, shapes the formation, structure, and slow maturation of the alteration
gel.

1.4 Modelling glass corrosion
Computational simulations complement the experimental approaches outlined above
by providing atomistic-to-mesoscale insight into glass–water interactions and cor-
rosion. Methods span quantum mechanical models to mesoscale and macroscale
frameworks (Fig. 1.11), each with distinct strengths and limitations. Together, these
multiscale approaches offer complementary perspectives that clarify the underlying
mechanisms driving glass corrosion [60].

Despite substantial progress, key challenges remain. The coupled processes of
hydrolysis, ion exchange, and network dissolution are difficult to resolve at the
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Figure 1.11: Modelling approach at different stage

atomic scale. The amorphous nature of hydrated glass and gel layers, combined
with micro- and nano-porosity, complicates structural characterization. Moreover,
capturing ion and water transport through evolving porous networks requires inte-
grating experimental constraints with simulation to represent diffusion and perme-
ability faithfully. The following sections summarize the characteristics and trade-
offs of the main modeling scales used in this work.

We proceed from electronic to atomistic tomeso–macro descriptions. Section 1.4.1
reviews DFT studies of bond hydrolysis, ion exchange, and pH effects at the atomic
scale. Section 1.4.2 presents classical molecular dynamics: Subsec. 1.4.2 introduces
force-field energy terms; Subsec. 1.4.2 covers rigid-ion models for structure and dy-
namics; Subsec. 1.4.2 treats polarizable models for interfacial response; Subsec. 1.4.2
discusses reactive and data-driven potentials for bond breaking, gel formation, and
transport. Finally, Section 1.4.3 outlines Monte-Carlo approaches for the stochastic
evolution of alteration layers and gel maturation, linking back to themultiscale view
in Fig. 1.11.

1.4.1 DFT simulations
The interaction between glass and aqueous environments is a critical determinant
of material durability. These interactions, occurring at the atomic scale, encompass
hydrolysis, ion exchange, and the formation of alteration layers, which collectively
govern the long-term chemical stability of glasses. In the literature, density func-
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tional theory (DFT) has been widely employed to explore these mechanisms, and
the results from previous studies have been summarized below, providing atom-
istic insights into the fundamental processes underlying glass–water interactions.

Hydrolysis Mechanisms and Energy Barriers
Hydrolysis, the process bywhichwater cleaves glass network bonds, is fundamen-

tal to glass dissolution. DFT simulations provide detailed insights into the mech-
anisms and energy barriers associated with this process, particularly for Si–O–Si
bonds prevalent in silicate glasses. Surface hydroxylation, whenwater molecules re-
act with nonbridging oxygens (NBOs) or under-coordinated silicon atoms to form
silanol (Si–OH) groups , is characterized as an activationless process, exhibiting no
discernible energy barrier for proton transfer from the aqueous phase to the glass
surface [61]. This rapid formation of silanol groups facilitates subsequent network
degradation.

For Si–O–Si bond hydrolysis, DFT calculations indicate energy barriers ranging
from 70 to 205 kJ·mol−1 on unconstrained silica and cristobalite surfaces [62], [63].
The presence of additional water molecules reduces this barrier by 20–40 kJ·mol−1,
as they stabilize transition states throughproton transfer [64]. The connectivity of sil-
icon atoms, denoted by Q𝑛 speciation (where 𝑛 represents the number of bridging
oxygens per [SiO4] tetrahedron), significantly influences reactivity. Silicon atoms
with lower connectivity (Q1, Q2, Q3) exhibit reduced barriers, although Q2 configu-
rations occasionally display higher activation energies, suggesting their potential as
rate-limiting steps in dissolution [65].

Two primary mechanisms for Si–O–Si bond hydrolysis were identified. The first
involves the coordination of a water molecule’s oxygen to a silicon atom, forming a
transient pentacoordinated silica defect (Si5). This intermediate state precedes Si–O
bond cleavage, with a proton transferring to the resulting NBO to form two Si–OH
groups. The energy barrier for this proton transfer can reach 44 kJ·mol−1 [66]. The
second mechanism, observed in small cluster models with a single water molecule,
entails a water molecule’s hydrogen atom bonding to the bridging oxygen, followed
by Si–O–Si cleavage to yield two Si–OH groups. This pathway is less stable on hy-
droxylated surfaces, as bridging oxygens are weaker proton acceptors compared to
water or terminal groups [67], [68].

Strained Si–O–Si bonds, such as those in two-membered rings (edge-sharing tetra-
hedra), demonstrate enhanced reactivity. DFT simulations report activation ener-
gies of 100–120 kJ·mol−1 with one water molecule and 60 kJ·mol−1 with two or three
water molecules, reflecting the destabilizing effect of structural strain [69]. In molec-
ular silica chains composed of linked two-membered rings, hydrolysis initiates cen-
trally, with each ring exhibiting distinct energy barriers, underscoring the role of
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local topology [70]. Larger ring structures, including three- and four-membered
rings, also exhibit increased susceptibility to hydrolysis compared to six-membered
rings, further highlighting the influence of strain [71].

Multicomponent Glass Systems
The incorporation of aluminum and boron in aluminosilicate and borosilicate

glasses, commonly used in nuclear waste immobilization, introduces compositional
complexity. DFT simulations of aluminosilicate glasses reveal that Si–O–Al bond hy-
drolysis in clustermodels exhibits low energy barriers, ranging from4 to 32 kJ·mol−1,
although these increase to 171 kJ·mol−1 in strained three-membered rings [72], [73].
The reaction proceeds via the Si5 mechanism, with additional complexity arising
from iondynamics. Calcium ions (Ca2+) transition fromnetworkmodifiers to charge-
compensating roles, while protons bind to bridging oxygens, altering the electronic
environment and facilitating bond cleavage [74].

In borosilicate glasses, DFT studies indicate that B–O–B bonds have energy barri-
ers of 98–129 kJ·mol−1, while Si–O–B bonds range from 102–151 kJ·mol−1 [75]. Boron
atoms coordinatedwith twobridging oxygens exhibit lower barriers, rendering them
more reactive [76] . This compositional effect is critical, as boron leaching increases
porosity in alteration layers, while aluminum retention enhances their stability, in-
fluencing long-term durability [51].

Ion exchange processes, particularly Na+/H+ exchange in borosilicate glasses, are
energetically favorable and facilitate water diffusion into the glass matrix, initiating
dissolution by cleaving Si–O–B bonds [77]. In bioactive glasses, DFT simulations re-
veal surfaces rich in NBOs, exposed networkmodifiers (Na+, Ca2+), and small rings,
which are rapidly hydroxylated upon water exposure. Notably, two-membered
rings in bioactive glasses are more stable than those in pure silica, suggesting com-
petitive reactivity among surface sites [78], [79]. These findings elucidate how glass
composition modulates dissolution kinetics and pathways, informing the design of
materials for specific applications.

Environmental Effects: Influence of pH
The pH of the aqueous environment significantly affects glass-water interactions.

DFT simulations havemodeled pH effects bymodifying structural configurations to
simulate acidic or alkaline conditions. Protonated Si–O–Si bonds, indicative of low
pH, exhibit an energy barrier of 65 kJ·mol−1, while deprotonated bonds, represen-
tative of high pH, show 90 kJ·mol−1, both substantially lower than the 147 kJ·mol−1

observed under neutral conditions [80]. This reduction accounts for the accelerated
dissolution observed at extreme pH values, as protons or hydroxide ions destabilize
network bonds.

In borosilicate glasses, an adsorbed proton on a bridging oxygen reduces energy
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barriers by 50–100 kJ·mol−1 for B–O–B bonds and 45–70 kJ·mol−1 for B–O–Si bonds,
enhancing reactivity in acidic environments [75]. Simulations incorporating hydro-
nium ions (H3O+) with Si–O–Si bonds report a barrier reduction of 20–40 kJ·mol−1,
highlighting the destabilizing effect of excess protons [76]. Reactions involving hy-
droxide ions (OH−) with neutral Si–OH surfaces yield barriers of approximately 80
kJ·mol−1 for Si5 defect formation and 20 kJ·mol−1 for bond cleavage, reflecting the
catalytic role of OH− in alkaline conditions [76].

1.4.2 Classical molecular dynamics simulations
Molecular dynamics (MD) simulations have emerged as a pivotal computational
technique in the study of glass corrosion, offering atomistic insights into processes
that are otherwise challenging to capture experimentally due to the amorphous na-
ture and long timescales involved in glass alteration [81]. While DFT allows for
highly accurate modeling of specific reactions, classical MD simulations combine
atomistic precision and time/length scales relevant to realistic corrosion processes.
This section presents the role, methodology, and findings of classical molecular dy-
namics simulations in the context of glass corrosion, with a particular emphasis on
insights into structure, dynamics, interfacial behavior, and gel formation.

Force field

To describe the potential energy of 𝑁 interacting atoms, the total energy can be de-
composed into several contributions. These include the individual (one-body) term
𝑈𝑖 , the pairwise term𝑈𝑖 𝑗 , the three-body term𝑈𝑖 𝑗𝑘 , and higher-order contributions
that depend on the chemical and physical interactions present:
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For simulating the structural properties of oxide glasses and their interactionwith
water, atomic interaction potentials are often categorized into three major classes:
(i) rigid ion models, (ii) polarizable ion models (PIM), and (iii) variable or diffusive
charge models. In addition, many other empirical andmachine-learned approaches
have been developed in recent years, including models based on neural networks
and Gaussian approximation potentials.

Rigid ion model

Rigid ion models, which describe interatomic interactions using fixed charges and
empirical potential functions, have been central to these simulations . Over decades,
these models have evolved from simplistic pair-wise potentials to sophisticated Ma-
chine learning potentials [82].
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Rigid IonModels for Glass Simulations. The development of rigid ionmodels for
glass simulations beganwith pair-wise potentials, notably the Born-Mayer-Huggins
(BMH) potential, which approximated atomic interactions as two-body forces com-
bining long-range Coulombic attractions with short-range repulsive terms . The
BMH potential captured the disordered network structure of silicate glasses but re-
lied on full formal charges (e.g., Si⁴�, O²�) , oversimplifying the partially covalent
Si-O bond and leading to inaccurate bond lengths and structural defects, such as
over-coordinated silicon ions . It also failed to reproduce boroxol rings in borate
and borosilicate glasses [83], [84]. To address these limitations, three-body poten-
tials were introduced in the late 1980s by Feuston and Garofalini, targeting O–Si–O
and Si–O–Si triplets to account for angular dependencies. These potentials signifi-
cantly improved agreement with experimental data for bond distances, tetrahedral
angles, and network structures, enabling studies of the mixed alkali effect in silicate
glasses, where ionic conductivity varies with cation substitution [85], [86], [87]. The
transition to quantum-derived and empirical potentials marked further progress .
Tsuneyuki’s TTAM potential [88], using partial charges to reflect Si-O bond cova-
lence, enhanced structural accuracy, while van Beest’s BKS potential [89], parameter-
ized with experimental and quantum data, accurately reproduced intratetrahedral
angles without three-body terms, though it overestimated intertetrahedral angles
and struggled with vibrational properties . The Pedone (PMMCS) potential [90]
introduced aMorse potential for short-range interactions, parameterized against ex-
perimental crystal structures, and was extended to multi-component oxide glasses,
improving mechanical property predictions. In 2018, Sundararaman’s SHIK poten-
tial [91], [92], derived from ab initioMD simulations, used a Buckingham functional
form and the Wolf truncation method, offering high accuracy for silicates, alumi-
nosilicates, and borosilicates without empirical fitting.
Rigid IonModels for Glass-Water Interactions. Efforts to model glass-water inter-
actions throughMD simulations have similarly advanced, focusing on surface chem-
istry and dynamics in aqueous environments . Early models employed pair-wise
potentials with partial charge-based Coulombic terms and short-range repulsion-
dispersion interactions. Garofalini’s Rahman-Stillinger-Lemberg (RSL) potentialwas
a pioneering development , enabling water molecule dissociation and supporting
reactive simulations at silica-water interfaces. However, these early models often
struggled to capture the full complexity of water dynamics at glass surfaces. There
have been development of nonreactive, non-dissociable water models, such as TIP
and SPC enabling detailed studies of water structure, dynamics, and surface phe-
nomena like wettability [93], [94], [95], [96]. Other advanced force fields like ClayFF
andCSH ,which combineCoulombic andLennard-Jones interactionswith harmonic
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bond and angle terms, effectively modeled ion transport and surface reactivity in
silicates and clay-like minerals, despite their nonreactive framework [97], [98], [99],
[100].

PIM Potentials

Traditional rigid ion models, based on fixed atomic charges, fail to capture the dy-
namic charge redistributions induced by water molecules or ionic species, leading
to oversimplified representations of interactions. To address this limitation, two
classes of polarizable models were developed: the core–shell model by Dick and
Overhauser [86], and the Polarizable Ion Model (PIM) byMadden andWilson [101].

Polarizable ionmodels (PIM), later refined byMadden and co-workers [101], [102],
[103], [104], [105], have been widely used to simulate the interactions between ions
in complex oxides and glasses. The polarizable force field is composed of pair-
wise terms—charge–charge, repulsion, and dispersion—augmented by a polariza-
tion contribution:

𝑉Total = 𝑉Charge +𝑉Dispersion +𝑉Repulsion +𝑉Polarization (1.14)

Each term is described below.

Electrostatic interactions

Electrostatic interactions follow Coulomb’s law:

𝑉Charge =
∑
𝑖< 𝑗

𝑞𝑖𝑞 𝑗
𝑟𝑖 𝑗

(1.15)

where 𝑞𝑖 and 𝑞 𝑗 are the charges of ions 𝑖 and 𝑗, and 𝑟𝑖 𝑗 is their separation.

Dispersion interactions

Dispersion is modeled using damped multipolar contributions:

𝑉Dispersion = −
∑
𝑖< 𝑗

[
𝑓 𝑖 𝑗6 (𝑟𝑖 𝑗)

𝐶 𝑖 𝑗6
(𝑟𝑖 𝑗)6 + 𝑓 𝑖 𝑗8 (𝑟𝑖 𝑗)

𝐶 𝑖 𝑗8
(𝑟𝑖 𝑗)8

]
(1.16)

where 𝐶 𝑖 𝑗6 and 𝐶 𝑖 𝑗8 are dipole–dipole and dipole–quadrupole dispersion coefficients.
The damping functions are:

𝑓 𝑖 𝑗𝑛 (𝑟𝑖 𝑗) = 1 − 𝑒−𝑏 𝑖 𝑗𝑛 𝑟𝑖 𝑗
𝑛∑
𝑘=0

(𝑏 𝑖 𝑗𝑛 𝑟𝑖 𝑗)𝑘
𝑘!

(1.17)

which are Tang–Toennies functions correcting short-range behavior.
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Repulsive interactions

Short-range overlap of electronic densities is described by:

𝑉Repulsion =
∑
𝑖< 𝑗

𝐴𝑖 𝑗𝑒−𝐵𝑖 𝑗𝑟𝑖 𝑗 (1.18)

Polarization interactions

Polarization includes charge–dipole and dipole–dipole contributions together with
the dipole self-energy:

𝑉Polarization =
∑
𝑖< 𝑗

[
𝑞𝑖 𝑟𝑖 𝑗 · 𝜇𝑗
𝑟3
𝑖 𝑗

𝑔 𝑖 𝑗4 (𝑟𝑖 𝑗) −
𝑞 𝑗 𝑟𝑖 𝑗 · 𝜇𝑖
𝑟3
𝑖 𝑗

𝑔 𝑖 𝑗4 (𝑟𝑖 𝑗)

+ 𝜇𝑖 · 𝜇𝑗
𝑟3
𝑖 𝑗

− 3(𝑟𝑖 𝑗 · 𝜇𝑖)(𝑟𝑖 𝑗 · 𝜇𝑗)
𝑟5
𝑖 𝑗

]
+

∑
𝑖

|𝜇𝑖 |2
2𝛼𝑖

(1.19)

Here, 𝛼𝑖 is the polarizability of ion 𝑖, and 𝜇𝑖 the induced dipole. The short-range
damping is:

𝑔 𝑖 𝑗4 (𝑟𝑖 𝑗) = 1 − 𝑒−𝑏 𝑖 𝑗𝐷𝑟𝑖 𝑗
4∑
𝑘=0

(𝑏 𝑖 𝑗𝐷𝑟𝑖 𝑗)𝑘
𝑘!

(1.20)

Application to silicate and borosilicate glasses
PIM potentials have been successfully applied to reproduce the structure of sili-
cate and borosilicate glasses. For instance, Pacaud and co-workers [106] simulated
Na2O−B2O3−SiO2 compositions. Comparison between experimental and simulated
neutron structure factors (Fig. 1.12) shows that the PIMmodel reproduces structural
features of the glass with good accuracy, especially boron coordination and Si–O–B
linkages.

Importance of polarizability at the glass–water interface
Standard rigid-ion models ignore ion polarizability, which is problematic for sim-
ulating interfaces. At the glass–water interface, the local electric field can strongly
polarize ions, altering structure and energetics. This effect has been well established
in ion hydration studies [107], [108], [109].

Although few studies have explicitly modeled glass–water interactions with po-
larizable force fields, similar approaches have been applied to hydrated dioctahedral
clays [110]. In these systems, PIM parameters for dry clays were combined with po-
larizable water models [107], [111]. Extending this methodology to glasses is chal-
lenging because ion polarizabilities in the glassmatrix differ significantly from those
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Figure 1.12: Neutron structure factor of Na2O−B2O3 − SiO2 glasses at room temperature
[106]. The close agreement illustrates the accuracy of the PIM model compared
with experiments.

of hydrated ions in solution.
For example, Pacaud [106] reported polarizabilities of 𝛼O = 9.868 Å3 and 𝛼Na =

0.775 Å3, much larger than the isolated ionic values (𝛼O = 0.907 Å3, 𝛼Na = 0.180 Å3).
This discrepancy highlights the difficulty in transferring parameters between differ-
ent environments (e.g., from clays to glasses).

Machine-learning potentials

Neural network (NN)-basedpotentials, trained on large datasets fromfirst-principles
calculations, can capture complex interactions with high accuracy while maintain-
ing computational efficiency. For example, Agrawal et al. developed NN potentials
for SiO2 dissociation, demonstrating their ability to model bond breakage with ac-
curacy comparable to QM methods [60], [112]. Similarly, Morawietz et al. used
NN potentials to study water’s unique properties, highlighting their potential for
glass-water systems. These potentials could enable simulations of multicomponent
glasses with improved fidelity [60], [113].

Reactive force field

This section explores the development, applications, and challenges of reactive po-
tentials in classical MD simulations of glass–water interactions.Traditional nonreac-
tive potentials, such as Lennard-Jones (L-J) or Buckingham potentials, are limited in
their ability to model chemical reactions because they cannot account for electron
transfer between ions. As a result, they fail to capture processes such as bond forma-
tion, bond breakage, or charge redistribution, which are central to glass dissolution.
Reactive potentials, such as ReaxFF [114], [115], [116], [117], [118] and the Charge-
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Optimized Many-Body (COMB) potential [119], address these limitations by incor-
porating dynamic bond-order and charge equilibrationmechanisms. These features
enable the simulation of hydrolysis reactions, ion exchange, and other chemical pro-
cesses at the glass–water interface [114], [115], [116], [117], [118], [120], [121], [122].

Among reactive force fields, ReaxFF is the most widely used for silica–water sys-
tems. Originally developed by van Duin et al. [115] for hydrocarbons, it was later
extended to oxides and aqueous environments. ReaxFF employs a bond-order for-
malism to describe chemical bonds dynamically and incorporates charge equilibra-
tion to account for environment-dependent charge variations. Early adaptations for
silica–water interactionswere carried out byLarsson et al. andYeon et al. [116], [117],
whose parameterizations were benchmarked against ab initio MD (AIMD) simula-
tions and shown to reproduce Si–O–Si bond breakage and hydroxylation rates with
good accuracy. For example, Rimsza et al. used ReaxFF to study nanoporous silica
hydration, capturing silanol (Si–OH) formation and bond-breaking kinetics in two-
membered rings [123]. Subsequent developments expanded ReaxFF tomulticompo-
nent systems. Hahn et al. introduced a force field for Na–silicate/water systems to
study sodium and proton diffusion [124]. These extensions now allow simulations
of complex aluminosilicate and multicomponent glass–water interactions.

An alternative approach is the diffusive charge reactive potential (DCRP), origi-
nally developed byMahadevan andGarofalini for silica–water systems [125]. Unlike
ReaxFF, which is fully general but computationally expensive, the DCRP introduces
a flexible, dissociablemodel forwatermoleculeswhile still enabling bond formation
and charge transfer. This makes it approximately an order of magnitude faster than
ReaxFF, while retaining comparable accuracy in silica dissolution simulations [126].

Reactive potentials have been particularly valuable in quantifying the hydrolysis
of Si–O–Si and Al–O–Si bonds, which are key steps in the dissolution of silicate
and aluminosilicate glasses with applications ranging from nuclear waste storage
to biomedical materials. Using the Mahadevan–Garofalini dissociative potential,
potential of mean force (PMF) calculations showed that 𝑄3 → 𝑄2 and 𝑄2 → 𝑄1

transitions have the highest activation energies (∼14.1 kcal/mol or ∼0.61 eV), identi-
fying them as rate-limiting steps in bulk silica dissolution [65], [127]. These values
alignwith the lower range of experimental estimates (14–24 kcal/mol) but fall below
cluster-based ab initio predictions (18–39 kcal/mol).

In aluminosilicate glasses, hydrolysis of Al–O–Si bonds proceeds more readily,
with average activation energies of ∼0.49 eV, compared to ∼1.0 eV for Si–O–Si bonds
in pure silica [38]. However, the presence of Al as a second neighbor to Si often
increases Si–O–Si hydrolysis barriers beyond 1.0 eV, particularly in 𝑄4 (Si with four
bridging oxygens) and 𝑄3 (Si with three bridging oxygens and one non-bridging
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oxygen) environments [38].
Ion exchange, such as the Na+/H+ exchange in sodium silicate glasses, initiates

glass dissolution by creating pathways for water diffusion into the bulk [78]. Reac-
tive potentials were used to model this process, providing insights into the kinetics
and structural changes at the glass surface. Hahn et al. used ReaxFF to simulate
sodium and proton self-diffusion inNaSiO𝑥/water systems, demonstrating how the
removal of Na+ ions creates free space for water penetration [124], [128]. Similarly,
Mahadevan and Du employed ReaxFF to study hydration mechanisms on sodium
silicate glass surfaces, revealing the influence of local atomic environments on ion
exchange rates [120], [126].

Reactive potentials were used to simulate the structure and evolution of these gel
layers, capturing their porosity, diffusion properties, and protective effects. Rimsza
and Du used ReaxFF to model nanoporous silica gel structures, showing how the
gel layer forms through the reorganization of the glass network following hydrolysis
and ion exchange [129] . These simulations also provided insights into the role of
pore structure and chemical composition in controlling dissolution rates [121] .

Nanoconfinement and Diffusion: Nanoconfinement of water within porous sil-
ica structures, such as those formed during glass dissolution, significantly affects
water diffusion and reaction kinetics due to the constrained geometry and interac-
tions with the pore surfaces . The confined environment in nanoporous silica, char-
acterized by pore sizes often ranging from a few angstroms to tens of nanometers,
restricts water molecule mobility, leading to deviations from bulk diffusion behav-
ior . These effects are driven by factors such as pore size, surface chemistry, and
the presence of silanol groups (Si-OH) on the silica surface, which can form hydro-
gen bonds with water molecules, further influencing transport properties . To study
these phenomena at the molecular level, reactive potentials, particularly the DCRP
model described in the previous section, were employed in molecular dynamics
simulations. The DCRP is a sophisticated force field designed to model the com-
plex interactions in silica-water systems by accounting for dynamic charge transfer
and chemical reactivity. For water diffusion in nanoporous silica, it captures the
interaction between water molecules and the silica surfaces, including the effects
of surface hydrophilicity or hydrophobicity, which can either enhance or impede
diffusion depending on the degree of surface hydroxylation . For instance, highly
hydroxylated surfaces with dense silanol groups tend to slow water diffusion due
to strong hydrogen bonding, while less hydroxylated surfaces may facilitate faster
transport. Studies using the DCRP showed that in smaller pores (e.g., < 2 nm), wa-
ter diffusion coefficients can be orders of magnitude smaller than in bulk water [42],
[130], with anomalous diffusion behavior arising from confinement-induced struc-
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turing of water molecules. Additionally, the DCRP potential provides insights into
reaction kinetics, such as proton transfer or silica dissolution, by modeling the dy-
namic formation and breaking of Si-O and O-H bonds. These capabilities make
the DCRP potential a powerful tool for elucidating how pore size, surface chem-
istry, and confinement collectively govern the transport and reactivity of water in
nanoporous silica, with implications for applications in catalysis, geochemistry, and
materials science.

The development and application of reactive potentials for glass–water systems,
while advanced, faces significant challenges that complicate their use in modeling
complex multicomponent glasses. One major hurdle is the parameterization com-
plexity, where incorporating additional elements into reactive potentials, such as
those used in my thesis for developing the DCRP model to include boron, drasti-
cally increases the number of parameters to be optimized. For a system with N
elements and M parameters, the optimization scales as M × N², posing a substantial
computational burden, particularly for multicomponent glasses critical to applica-
tions like nuclear waste storage and bioactive glasses. Extending parameterization
tomultivalent elements like boron, iron, or phosphorus is especially challenging due
to their complex electronic interactions, which are difficult to fully capture in analyt-
ical potentials, thus hindering simulations of borosilicate or phosphate glasses used
in nuclear waste and biomedical applications. Additionally, reactive potentials such
as COMB or ReaxFF employ dynamic charge equilibration to account for changes in
atomic charges based on local environments, requiring the solution of additional
equations during MD simulations, which increases computational cost and limits
simulation size and duration. For instance, ReaxFF’s charge equilibration involves
solving a separate Lagrangian for charge transfer, further slowing simulations. An-
other challenge is the temporal and spatial scale mismatch, as glass dissolution oc-
curs over months or years, far exceeding the nanosecond timescales of MD simula-
tions. Integrating reactive MD with mesoscale methods like kinetic Monte Carlo
(KMC) could bridge this gap by modeling diffusion and reaction processes over
larger scales, but coupling these frameworks remains difficult due to differences
in computational approaches and the need for accurate transition rates. Finally, val-
idating reactive potentials against experimental data is problematic, as atomic-scale
processes like bond breakage or ion exchange are hard to measure directly. While
reactive potentials can be benchmarked against DFT-based MD, experimental vali-
dation often relies on indirect metrics like pair distribution functions or dissolution
rates, which may not fully capture the complexity of glass–water interactions.

In this thesis, two possible approaches were considered for modeling: polarizable
ion models (PIM) and dynamic charge reactive potentials (DCRP). PIM approaches
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are efficient for simulating long-range electrostatics and polarization in relatively
simple systems, but they lack the flexibility to describe bond breaking and chemi-
cal reactions reliably in hydrated silica networks. The DCRP, in contrast, explicitly
accounts for dynamic charge transfer and bond rearrangements, making itmore suit-
able for capturing the coupled transport and reactivity governing water confined in
nanoporous silica. For this reason, the DCRP approachwas selected andwill be pre-
sented in detail in Chapter 4. In particular, I am extending its parameterization to
include boron, aiming to enhance the understanding of boron transport in aqueous
environments within silica nanopores, a critical step for advancing simulations of
complex glass systems.

1.4.3 Monte-Carlo Model
Monte-Carlo (MC) simulations offer a probabilistic framework for modeling the
complex, stochastic processes of glass corrosion, providing critical insights into sur-
face interactions and alteration layer dynamics. By leveraging random sampling
to explore a range of possible reaction pathways, MC models capture the inherent
variability of amorphous glass systems, where deterministic approaches may falter.
In the context of nuclear waste immobilization, these simulations are particularly
valuable for studying the formation and evolution of the alteration gel—a hydrated,
amorphous layer that governs the long-termdurability of alumino-borosilicate glasses.
In this thesis, MC simulations have been applied to investigate gel maturation dur-
ing glass alteration, focusing on the mechanisms that control passivation and resid-
ual corrosion rates. A detailed description of the MC methodology, previous mod-
eling approaches, is provided in Chapter 3.

Conclusion
Computational models provide a complementary path to experiments, offer-
ing access to scales and mechanisms that are otherwise difficult to observe.
Atomistic simulations clarify bond breaking and water incorporation, stochas-
tic lattice models capture the random nature of hydrolysis and diffusion, and
mesoscale or continuum approaches extend predictions to repository condi-
tions. By connecting these levels, one can build a coherent picture of how
short-term mechanisms translate into long-term behavior. This multiscale per-
spective forms the rationale for combining experimental investigations, Monte
Carlo simulations, and molecular dynamics in order to address the durability
of borosilicate glass in its role as a nuclear waste form.
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2.1 Introduction
The alteration layer, primarily rich in silica (commonly referred to as a gel [15]) along
with potential secondary phases, could serve as a diffusion barrier. This barrier im-
pedes the movement of soluble elements released from the glass surface during hy-
drolysis (such as boron, alkaline metals, alkaline earths, or molybdenum), thereby
limiting the continued dissolution of the glass. It is crucial to understand the char-
acteristics of the gel layer and how it evolves over time, as the transport properties
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of the gel profoundly affect the rate of glass alteration [16], [32], [42], [51], [58], [131],
[132].

To gain insights into gel maturation, this study characterizes gel layers after dif-
ferent durations of alteration. A simplified borosilicate glass series with varying
Al content (SBNA1, SBNA4, and SBNA6, containing 1, 4, and 6 mol% Al2O3, re-
spectively, see Table 2.1) was used. The glasses were altered for 7 days, 2 months,
and 1 year under conditions of pH 9, a temperature of 90 °C, and a large glass-to-
solution volume ratio, which favors rapid solution saturation with respect to the gel.
The choice of composition is based on the previous studies done by Damodaran et
al. Their work points out the hardening role of Al in the restructuring of the gel
because the presence of Al in the vicinity of Si-O bond increases the energy barrier
to break the bond, hence strengthening the gel network [38], [53].

The porous nature of the gel layers was examined through the use of transmission
electron microscopy (TEM), thermogravimetric analysis (TGA), and small-angle X-
ray scattering (SAXS) techniques. The gel composition of the samples aged for 7 days,
2 months, and 1 year was analyzed using time-of-flight secondary ion mass spec-
trometry (ToF-SIMS). Isotope tracing experiments using 18O and 10B isotopes were
conducted to study the transport of water and boron in the gel layer at various de-
grees of maturation. The kinetics of alteration were monitored through measure-
ments of boron and sodium concentrations in the solution using inductively coupled
plasma optical emission spectrometry (ICP-OES).

The main objective of this experimental study is to address the following ques-
tions:

• How does the composition of the glass influence the formation and restructur-
ing of the gel layer?

• How do the properties of the gel layer, such as porosity, pore size, and diffu-
sivity for boron (B) and water (H2O), evolve over time?

• Can the maturation of the gel layer be linked to changes in glass dissolution
kinetics?

2.2 Materials and Methods
Three SBNA glasses were synthesized using raw materials: SiO2, H3BO3, Na2CO3,
and Al2O3. The powders were melted in a Pt–Rh crucible at 1450 °C for 3 hours and
20minutes. Themelt was then cast onto ametal plate, allowed to cool, subsequently
crushed, and remelted at 1450 °C to enhance homogeneity. After grinding, the glass
was reheated to 1450 °C and transferred to a graphite crucible for refining at 550 °C
for 1 hour. Finally, the glass was cooled to room temperature. The glass preparation
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procedure closely follows that reported in previous works [53], where a similar set
of SBNA glasses was studied.

The glasseswere analyzedusing scanning electronmicroscopy coupledwith energy-
dispersive X-ray spectroscopy (SEM-EDX) to determine the concentrations of Si, Al,
andNa, and ICP-OES for all elements after acid dissolution. The results [53] demon-
strate that the glasses are homogeneous at a scale of a few tens of nanometers. Chem-
ical analyses confirmed that the compositions were within a ±5 % margin of error.
The nominal compositions are presented in Table 2.1. Boron speciation was deter-
mined using nuclearmagnetic resonance (NMR) spectroscopymentioned in Section
2.2.2.

Table 2.1: Nominal compositions (mol%) of the three glasses. The density was calculated
using Fluegel’s model [133]

Glass name SiO2 B2O3 Na2O Al2O3 B(IV)% B(III)% NBO % NBO/Si Density (g/cm3)
SBNA1 63.0 18.7 17.3 1.0 71 29 3.7 0.20 2.46
SBNA4 64.9 17.3 13.7 4.1 54 46 0.25 0.00013 2.41
SBNA6 66.8 15.9 11.3 6.0 31 69 0.45 0.00023 2.36

The amount of non-bridging oxygen (NBO) can be calculated by the formula given
in previous studies [18] and mentioned in equation 1.1.

The 𝑁NBO/𝑁Si ratio was calculated using the ratio of NBO in the glass and themolar
fraction of Si in the glass.

2.2.1 Sample preparation
Rectangular cuboid samples measuring 20 mm × 20 mm × 1 mm were prepared by
polishing all six faces to a surface roughness below 5 nm, using successive grades of
polishing up to a final treatment with 1 µm diamond paste. Eachmonolith was then
cut into four pieces of approximate dimensions 10mm× 10mm× 1mm, resulting in
two polished faces and edges and two as-cut edges. Glass powders were obtained
by crushing glass pieces and separating them into size fractions of 20–40 µm, 40–
100 µm, and 60–125 µm. The powders were rinsed multiple times with absolute
ethanol and acetone to eliminate fines. Their surface area was measured using the
Brunauer–Emmett–Teller (BET) technique, and the geometrical surface area values
were calculated for comparison. The corresponding values of both geometric and
BET surface areas for the different particle size ranges are summarized in Table 2.2.

Three experiments were conducted over the course of one year to monitor the
glass dissolution rate and gel formation features at 90 °C and pH 9, with a controlled
glass surface-to-solution volume (𝑆/𝑉) ratio. The pH was initially adjusted to 9 us-
ing diluted LiOH, and no further pH adjustments were made throughout the dura-
tion of the experiments. All chemicals used were of Suprapur grade, and ultrapure
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Table 2.2: Surface area (geometric and BET) for aluminoborosilicate glasses in 40–100 µm
and 20–40 µm particle size ranges.

Glass SGeo (40–100 µm) SBET (40–100 µm) SGeo (20–40 µm) SBET (20–40 µm)
(cm2g–1) (cm2g–1) (cm2g–1) (cm2g–1)

SBNA1 354 690 407 1605
SBNA4 353 720 414 1870
SBNA6 363 780 423 1530

water with a resistivity of 18.2MΩ·cm was employed to ensure high experimental
purity.

Experiment 1a

Glass powder from the 40–100 µm fraction was exposed to 50 mL of ultrapure water
(18.2 MΩ·cm) with a surface-to-volume ratio of 50 cm-1, while maintaining a pH of
9.0±0.1 using a 10−2 MLiOH solution at a temperature of 90°C. The specific surface
area (𝑆) was estimated from BET Kr adsorption analysis. The values are listed in
Table 2.2 along with the geometrical surface area.

In each reactor, six glass coupons were placed slightly above the powders in a
perforated Teflon basket. The coupons were added 4 days after the experiment was
startedwith powders, to ensure that the solutionwas close to saturationwith respect
to silica. This procedure was done to prevent faster dissolution of the monolith
compared to the powder. The choice of 4 days is based on previous work on the
same glasses [53].

Sampling was done at regular intervals by taking 0.5 mL solution samples, which
were filtered (0.2 µm) and diluted in 2.0mL of 0.5NultrapureHNO3. The samplings
were not replaced, resulting in a decrease of the volume of solution with time, in
order to avoid potential effects of dilution. The samples were analyzed by ICP-OES.

After 7 days of alteration, two of the six monoliths were removed. After 2 months
of alteration, two more monoliths were removed and after 1 year of alteration, the
last twomonoliths were removed. After removal, the monoliths were rinsed in DIW
(Deionised water), dried in a piece of tissue and stored at ambient conditions until
characterization. These monoliths were used for characterization using ToF-SIMS
and TEM.

After a first characterization by ToF-SIMS where positive ions were analysed, the
monoliths were immersed in a tracing solution at pH 9 (fixed with 0.038 mol/L
LiOH) containing 1000 ppm of B (introduced as B(OH)3 with 99% 10B fromAldrich)
and 67% 18O (added from pure H2Owith 99 atom% enrichment in 18O fromCortec-
net) for 24 hours under ambient conditions (to prevent further alteration). At the
end of the tracing experiment, the monoliths were removed from the tracing solu-
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tion and immediately plunged into liquid nitrogen, and a second ToF-SIMS analysis
was carried out under cryogenic mode to study the diffusion of the tracer isotopes
in the gel layer.

Experiment 1b

This experiment was dedicated to SAXS analysis was conducted only with glass
powder. Experiments were conducted with the fraction 20-40 µm glass powders.
The temperature, pH, and 𝑆/𝑉 ratio were fixed at 90°C, 9, and 50 cm-1, respectively.
For each glass, altered powders were retrieved after 7 days, 2 months and 1 year.
After removing the powders from the reactor, they were washed and stored in same
manner as in Experiment 1a. The glass powders were then characterized using TGA
and SAXS.

Experiment 1c

A third experiment was conducted to decipher the role of Siaq in the formation of
the gel. The procedure for this experiment is similar to that of Experiment 1a, except
that the starting solutions for glass alteration were adjusted to include 10% of 29Si
relative to the saturation levels, corresponding to 46 ppm for SBNA1 and 9.5 ppm
for SBNA6. Additionally, in this experiment, the glass powders and glass coupons
were kept in the leaching solution at the same time, as opposed to Experiment 1a,
where the glass couponswere introduced only after the solutionwas silica-saturated
with respect to the glass powders. The chemical depth profiling for SBNA1 and
SBNA6 glass compositions was performed by ToF-SIMS analysis over multiple time
intervals (2months and 6months). Samplingwas done at regular intervals by taking
0.5 mL solution samples, which were filtered (0.2 µm) and diluted in 2.0 mL of 0.5 N
ultrapure HNO3. The samples were then analyzed by ICP-OES.

The characteristic time of the transition between the initial and residual alteration
regimes, denoted as 𝜏, was determined from long-duration experiments. It was
obtained by fitting the normalized boron mass loss data, NL(B), to the following
exponential function

NL(B) = 𝑎 + 𝑏 · 𝑒−𝑡/𝜏 (2.1)

where 𝑎 and 𝑏 are fitting parameters, and 𝜏 represents the characteristic time.
Assuming a specific geometry for the particles—such as treating glass grains as

spheres or cubes—allows for the calculation of their geometric surface area based
on particle size. For smooth, non-porous glass grains with a normal size distribu-
tion, the geometric surface area of a spherical particle can be calculated using the
expression



2. Experiments 48

𝑆Geo =
3

𝜌 · 𝑅 (2.2)

where 𝑆Geo represents the geometric surface area of the glass (cm2 g-1), 𝜌 is the
density of the glass (g cm-3), and 𝑅 is the average radius of the particles in µm.

As shown in Table 2.2, the measured BET surface areas are consistently higher
than the calculated geometric surface areas, in some cases by more than a factor
of four. This discrepancy arises because the BET method probes the real surface
accessible to adsorbates, which includes contributions from surface roughness and
sub-micron porosity not captured by simple geometric estimates. Using BET surface
areas for rate calculations also facilitates comparison with long-term data reported
in the literature, where BET is commonly used as the normalization basis [53]. In
this study, the ratio between BET and geometric surface areas is approximately 2 for
the 40–100 µm fraction and 4 for the 20–40 µm fraction, which justifies our choice of
BET normalization. It is also important to note that estimating the average radius 𝑅
typically involves implicit assumptions about the distribution of particle sizes, sur-
face area, or volume.

2.2.2 NMR
NMRwas used to quantify the various B coordination states in the glasses. A Bruker
500WB Avance II spectrometer operating at an 11.72 T magnetic field was utilized
for NMR data collection. A 4-mm Bruker CP-MAS probe was employed with a spin-
ning frequency of 12.5 kHz. Quantitative 11B spectra were obtained using a short
single pulse excitation lasting 1 µs, achieving a tip angle of approximately 15°-20°.
The recycle delay for 11B was set to 2 seconds. Two types of 11B multiple-quantum
MAS experiments were conducted to optimize the signal from BO3 and BO4 units,
as described in previous literature [134]. All data processing and fittingwere carried
out using in-house software developed by T. Charpentier, and procedures followed
the literature [58], [134], [135].

2.2.3 ICP-OES
The solutionswere analyzed using ICP-OES (using a Thermo Scientific iCAPTM 6000
series spectrometer) by Filab, France and analyzed using for Si, B, Na, and Al con-
centrations with an uncertainty of ±5%.

Normalized mass losses NL(𝑖) and equivalent alteration thicknesses 𝐸𝑇ℎ(𝑖) were
calculated based on element concentrations in solution 𝐶(𝑖), solution volume 𝑉 ,
glass surface area, element fractions 𝑥𝑖 , and the glass density 𝜌 using the equations

NL(𝑖)𝑡 = NL(𝑖)𝑡−1 + [𝐶(𝑖)𝑡 − 𝐶(𝑖)𝑡−1] .𝑉𝑡
𝑆.𝑥𝑖

(2.3)
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𝐸𝑇ℎ(𝑖) = NL(𝑡)
𝜌

(2.4)

The density of SBNA1, SBNA4 and SBNA6 is 2.46, 2.39 and 2.36 g/cm3 as given
in Table 2.1.

The residual rate rr (g.m-2.d-1) is given by the formula below

𝑟𝑟 =
𝑑 (NL(𝑡))

𝑑𝑡
(2.5)

The rate is determined based on the release of boron, utilized as a tracer. The un-
certainties in equivalent thicknesses were approximately 10%, accounting for mea-
surement uncertainties in solution concentrations and the surface-to-volume ratio.

2.2.4 TEM
The transmission electronmicroscopy (TEM) analyses were conducted on ultra-thin
microsections approximately 80 nm thick. These microsections were prepared us-
ing a double beam focused ion beam coupled with a scanning electron microscope
(FIB/SEM) FEI, Helios 600 Nanolab. The analysis was performed at Aix Marseille
university. Before sample preparation, the surface was coated with a layer of Au-
Pd and carbon. Prior to machining with Ga+ ions, the area of interest was locally
coated with a 1.5 µm -thick layer of platinum through ion-assisted deposition. Two
wide trencheswere thenmachined on either side of this protective layer using an ion
beam accelerated to 30 kV with a beam current of 9.3 nA. The current was progres-
sively reduced to 0.92 nA until a thickness of approximately 800 nm was achieved.
The lamella was then cut and transferred to a copper grid. The current was further
reduced to 0.28 nA and 93 pA until a thickness of around 250 nm was reached. To
minimize Ga+ ion damage to the sides of the lamella, the voltage was lowered to
5 kV and the current to 47 pA. These parameters were used to thin the top of the
lamella to a depth of about 2 µm below the surface, resulting in a thickness of 70 to
100 nm as measured in SEM on the lamella. Final cleaning was performed on each
side of the lamella at 2 kV, -10 pA, and 1 kV, -14 pA. Once the lamella was bonded
to the copper grid, care was taken to avoid exposing both sides of the lamella to the
electron beam to prevent altering the porosity of the gel.

The TEM images of the porous gel were acquired using a field emission gun (FEG)
microscope (JEOL 2200FS) operating at 200 kV. This analysis was performed at the
Centre de Biologie Structurale (CBS) at the university of Montpellier. This microscope
is equipped with a GATAN K3 direct detector for image recording and features an
in-column energy filter (Omega filter) and a cryogenic pole piece, allowing for the
observation of samples frozen in liquid nitrogen at -180°C. The implemented iMDS
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software facilitated low-dose acquisition, which is suitable for the porous gel layer
sensitive to electron damage. Images were acquired in bright-field TEM under sub-
focusing conditions (−3µm). It was confirmed that the pore structure did not change
during the image acquisition process.

2.2.5 TGA
Thermogravimetric analysis (TGA) was conducted on glass powders that had been
altered over periods of 7 days, 2 months, and 1 year, in order to evaluate the porosity
of the gel layer through the quantification of water released upon heating. Prior to
the analysis, the altered glass powders were placed in a sealed chamber with a tray
of saturated K2SO4 solution at room temperature for 24 hours. This setup created
a relative humidity of 97%, ensuring that the pores in the gel layer of the powders
were fully saturated with water.

After this conditioning, the powders were transferred to a platinum crucible and
heated at a rate of 10°C per minute. The mass loss observed up to 400°C was at-
tributed to the water content within the gels, which could be present as either free
water or hydroxyl (–OH) groups. Specifically, the water loss up to approximately
150°C was primarily due to free water in the gel layer. Beyond 150°C, the mass loss
was caused by the recondensation of silanol groups, which released additional wa-
ter molecules from the gel layer.

TheTGAmeasurementswere performedusing a SETARAMSETSYSTMAS60/58507
apparatus. The analysis was carried out at Prime verre, Montpellier.

2.2.6 ToF-SIMS
The depth profiles of elements in the monolith samples were obtained using ToF-
SIMS analysis on TOF (IONTOF 5). For the secondary positive ion analysis before
the isotopic tracing, 25 keV Bi1+ primary ions at 1 pAwas used for the analysis cycle.
The analyzed area was 50 µm × 50 µm2. The extended dynamic range (EDR) was
applied to avoid saturation of the signals in case of a higher concentration. A pulsed
flux of low-energy electrons (< 20 eV) was used for surface charge compensation.
The abrasion cycle was carried out using 1 keV O2+ primary ions at 200 nA. The
abraded area was about 200 × 200 µm2.

For the secondary negative ion analysis following isotopic tracing experiments,
the analysis cycle was conducted similarly to the previous one. However, during
the abrasion cycle, 1 keV Cs+ ions were utilized at a current of 80 nA. Additionally,
the analyses were performed in cryogenic mode to prevent the loss of pore water
in the gel layer while in the vacuum chamber. However, 1 keV Cs+ ions at 80 nA
were used for the abrasion cycle. At the end of the analysis, the depth calibration
was performed by measuring the depth of the crater left by the sample analyzed
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using a mechanical profilometer. Thus, the intensities of the elements present in
the sample as a function of the depth of analysis was obtained. The intensities were
normalized as a function of the intensity of each element in the zone corresponding
to the pristine glass and the intensity of Si at each depth. More information on the
application of depth profiling is given in the reference [136]. Both the positive and
negative mode analysis are carried out at Tescan analytics, Fuveau.

The profile of elements were treated through double normalization with respect
to silica, the equation of double normalization is given in the equation

𝑁(𝑞) = ( 𝑞
𝑆𝑖

)/( 𝑞(𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑔𝑙𝑎𝑠𝑠)
𝑆𝑖𝑚𝑒𝑎𝑛(𝑝𝑟𝑖𝑠𝑡𝑖𝑛𝑒 𝑔𝑙𝑎𝑠𝑠) (2.6)

where 𝑁(𝑞) is the normalized profile of the element 𝑞.
Assuming that glass alteration occurs as an isovolumic process, this is supported

by the consistency between the gel layer thickness estimated from solution analysis
and ToF-SIMS characterization. Under this assumption, the pore volume of the gel
can be theoretically calculated from the fractions of boron and sodium that leached
out, combined with the ionic radii of these elements [58].

The amount of free volume generated is obtained from the number of mobile ele-
ments (Na, B(III), and B(IV)) released from the gel. Each atom is approximated as a
sphere, with its volume 𝑉𝑖 = 4

3𝜋𝑟
3
𝑖 determined from the ionic radius 𝑟𝑖 reported in

the literature [58]. The porosity is then expressed as

Porosity =
𝑁∑
𝑖=1

𝑁𝑖𝑉𝑖 , (2.7)

where 𝑁𝑖 is the number of depleted ions of type 𝑖 per unit volume, 𝑉𝑖 is the effec-
tive volume of ion 𝑖, and 𝑁 is the total number of mobile ion types considered.

The solution saturation limit for the tracing experiment (i.e., the isotopic ratio of
18O and 16O when the porosity is completely filled) is calculated as

Saturationlimit =
𝑁dep+gel

18O

𝑁dep+gel
16O

, (2.8)

where 𝑁dep+gel
18O and 𝑁dep+gel

16O denote the total numbers of 18O and 16O molecules,
respectively, in the depleted volume plus the gel prior to tracing.

2.2.7 SAXS
The SAXS analyses (performed at CEA in Saclay) were carried out on the glass pow-
ders from the aforementioned experiments, using unaltered glass powders in the
40–100 µm size fraction. This technique was used to quantify the nanostructure of
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the gel layer, in particular the pore size, porosity, and specific surface area. The mea-
surements were conducted using a Xeuss 3.0 apparatus under vacuum conditions,
with a Cu source (𝜆 = 1.54 Å). The apparatus was calibrated on silver behenate.
The powder samples were filled in a 1 mm thick plastic sample holder with several
equally spaced 5 mm holes. The powders were placed in the holes between two
7.5 µm thick polyimide (Kapton) films that were 1 mm apart. A reference spectrum
was acquired with nothing between the two polyimide films. The spectra were col-
lected between 𝑞 values of 0.009–8.5 Å-1, with an acquisition time of 1800 s for each
sample. The inter-grain porosity of each sample was filled with air, while the inner
porosity of the gel layer could be partially filled with water and partially with air.

The raw intensity (𝐼 ′) obtained was scaled to an absolute intensity (𝐼abs) using

𝐼𝑎𝑏𝑠 =
1
𝐾 𝑒𝐵

(
𝐼
′
sample

𝑇sample 𝑡𝑐
− 𝐼

′
ref

𝑇ref 𝑡𝑐

)
, (2.9)

where 𝐾 is an instrument-specific correction coefficient, 𝑇 is the transmission, 𝑡𝑐
is the acquisition time, and 𝑒𝐵 is the sample thickness, calculated as

𝑒𝐵 =
− ln

(
𝑇sample
𝑇ref

)
𝜇sample

. (2.10)

The X-ray linear attenuation coefficient 𝜇sample of the unaltered glass is calculated
from the glass composition in mass fractions 𝑥𝑖 , density 𝜌, and the X-ray mass atten-
uation coefficient 𝜇/𝜌 of each element in the glass (at 𝜆 = 1.54 Å) [137], using

𝜇glass = 𝜌glass
∑
𝑖

𝑥𝑖
𝜇𝑖
𝜌𝑖
. (2.11)

The composition of the altered glass was adjusted to account for the loss of boron
and sodium from the gel. In addition, 50% of the pore volume in the altered sample
was assumed to be filled with water. This adjusted composition was then used to
calculate the X-ray linear attenuation coefficient of the altered glass.

In the graph of 𝐼abs as a function of 𝑞, if one or more regions follow Porod’s law, i.e.
𝐼abs(𝑞) ∝ 𝑞−4, then the specific surface area Σ and the porosity Φ can be calculated
using

Σ =
lim𝑞→0 𝐼abs𝑞4

2𝜋Δ𝜌2𝜌sample
, (2.12)

and
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Φ =

∫ 𝑞max

𝑞min
𝐼abs 𝑞2 𝑑𝑞

2𝜋2Δ𝜌2 , (2.13)

where Δ𝜌 is the difference in scattering length density (SLD) between the scatter-
ing surface (glass or gel) and the medium (air or water). The SLD of a sample is
calculated from its composition in mole fraction 𝑚𝑖 , atomic number 𝑍𝑖 , molecular
weight 𝑀sample, the Avogadro number , and the classical electron radius 𝑟𝑒 as

SLD =
𝜌
∑
𝑖 𝑚𝑖𝑍𝑖𝑟𝑒

𝑀sample
. (2.14)

Knowing the specific surface area, density, and porosity (calculated from equa-
tions 2.12 and 2.13 or from other characterization techniques), the pore radius 𝑟 can
be estimated from

𝑟 =
3Φ
Σ · 𝜌 . (2.15)

The SAXS calculations performed here is similar to the calculation performed in
previous work [59].

2.3 Results
2.3.1 Results from the literature
Initial dissolution rate 𝑟0
Before presenting the results of this thesis, key literature findings on the three stud-
ied glasses are briefly recalled. K. Damodaran reported the normalized Si mass loss
over time under diluted conditions (90 ◦C, pH 9, low surface area–to–volume ratio)
for 6 h [53], from which the initial dissolution rate 𝑟0 was obtained by linear regres-
sion of mass loss as a function of time.

The values assigned to r0 in Figure 2.1 distinctly indicate congruent dissolution
across all glass compositions. Notably, a substantial disparity emerged concerning
the Al content present in the glasses. The 𝑟0 values for glasses with low Al content
(e.g., SBNA1, with 5.7 gm-2d-1) weremarkedly higher than those for glasses contain-
ing higher Al levels (e.g., SBNA4, with 1 g m-2d-1, and SBNA6, with 0.6 g m-2d-1),
calculated with a margin of 30% uncertainty.

The ratio 𝑟0(SBNA1)/𝑟0(SBNA6), standing at 9.5, is consistent with findings from
experiments on twodistinct glass sets—CJ1 (lowAl content) andCJ2 (highAl content)—
where the influence of Al on glass properties yielded comparable trends [52].

The durability of glass in dilutemedia is reduced by aluminum through twomain
mechanisms: the coordination environment of sodiumwith oxygen ismodified, and
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Figure 2.1: Normalized mass loss of Si as a function of time for different SBNA glasses:
The slope derived from linear regression represents the initial dissolution rate,
𝑟0, measured at 90 °C in a solution with a pH of 9. The uncertainty associated
with 𝑟0 is ±30 % [53]

the network connectivity is increased, both of which lower water mobility. Molecu-
lar dynamics simulations further support these results, showing that the activation
energy for bond dissociation around silicon increases in the presence of aluminum,
which slows water diffusion in aluminosilicate glass compared to pure silicate glass
and thus modifies its durability [38], [39], [138].

Residual rate 𝑟r
Long-term static experiments performed in the previous studies on the set of SBNA
glasses aimed to investigate the effect of aluminum on the saturation concentration
of silica and the reduction in glass dissolution rates. Conducted at a high surface
area-to-volume ratio (S/V), at 90 °C and a pH of 9 over six months, the reactors were
housed in an additional water-filled container to minimize evaporation. Through-
out the duration of the experiments, the pH remained stable and close to the target
value of 9.0 ± 0.2. The results, illustrated in Figure 2.2, show that the concentration
of silica C(Si) initially rises and eventually reaches a plateau, indicating saturation
with respect to the gel. This plateau varies depending on glass composition; glasses
with the lowest aluminum content (SBNA1) achieved the highest saturation concen-
trations of silica, between 400 and 500 mg.L−1, while those with higher aluminum
concentrations exhibited lower levels.

This result suggests that presence of aluminum in the glass effectively regulates
the release of silica into the solution, as indicated by the balance between dissolution
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Figure 2.2: Experiments performed at 90 °C, pH 9 for 6 months, and S/V = 50 cm−1. The
silicon concentration in the leaching solution is shown as a function of time [53].

and condensation reactions at equilibrium. The recent atomistic simulations show
Al as a second neighbor to Si in aluminosilicate glass enhances the activation energy
for breaking Si–O bonds while lowering the energy barrier for reformation [38]. Ad-
ditional MD calculations further confirmed that the activation energies for these
processes are higher and lower, respectively, in aluminosilicate glass compared to
pure silicate glass. Consequently, aluminosilicate gels require less energy to form
than pure silica gels, which is correlated with their lower solubility [38], [53].

Figure 2.3 shows the equivalent thickness, calculated using boron as a tracer, in
the alteration experiment [53]. SBNA1, the glass with the lowest Al content, dis-
plays a rapid initial release of boron followed by a clear stabilization, indicating that
alteration has essentially stopped. In contrast, SBNA4 and SBNA6 (with higher Al
contents) show a slower but continuous boron release, meaning that the glass con-
tinues to alter. The residual rate of SBNA1 is on the order of 2.5×10−5 g·m−2·d−1,
while those of SBNA4 and SBNA6 are 8×10−3 g·m−2·d−1 and 7.6×10−3 g·m−2·d−1, re-
spectively. As a result, the rate drop 𝑟0/𝑟r is much more pronounced for SBNA1
than for SBNA4 and SBNA6.

2.3.2 Results
The long-term experiments aimed to understand the temporal evolution of gel dur-
ing glass alteration. The experimentswere conducted at high 𝑆/𝑉 ratios at 90 °C and
a pH of 9 over a period of 1 year, following the protocol described in Section 2.2.1.
The reactors were placed inside a secondary container filled with water, minimiz-
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Figure 2.3: Experiments performed at 90 °C, pH 9 for 6 months, and S/V = 50 cm−1. The
results represent the long-term dissolution behavior of the SBNA glass series,
expressed as the equivalent thickness based on boron as a tracer, with time [53]

ing solution evaporation. Throughout the experiments, the pH remained stable and
close to the target value of 9.0 ± 0.2. For most of the tested glasses, alteration follows
an isovolumic process, meaning that the gel occupies the same volume as the al-
tered glass; however, this is not the case if the gel of SBNA1 forms by precipitation.
In addition, no secondary crystalline phases formed during alteration.

Figure 2.4 illustrates the change in silicon concentrationin solution 𝐶(Si) over time.
In all cases, 𝐶(Si) initially increases and eventually reaches a plateau, indicating sat-
uration of the solution with respect to the gel. The plateau is achieved at different
concentrations depending on glass composition. The glass with the lowest Al con-
tent (SBNA1) exhibit the highest concentration at saturation, ranging between 400
and 500 mg/L. In contrast, glasses with higher Al concentrations show lower 𝐶(Si)
at saturation.

Boron was used as a tracer, and the Equivalent thickness of the altered glass was
calculated using B concentrations and plotted against time (Figure 2.5). The release
of sodium (Na) was also investigated. The behavior of Na closely resembles that of
B, although the values for Na are lower in glasses with high aluminum (Al) content.
This observation suggests that Na may be retained in the gel to charge compensate
for four-fold coordinated Al atoms. The raw ICP data has been given in Appendix
A.

Further examination of B behavior reveals that the glass with low Al content ex-
hibit rapid dissolution during the initial days, eventually reaching a very slow dis-
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Figure 2.4: Concentration of Si released into the solution as a function of time. The error
bars show a 5 % uncertainty in measurements.

solution rate. In contrast, the glasses with higher Al content dissolve slowly at first,
but their dissolution rate decreases gradually over time.

Figure 2.6 (a), (b) and (c) display the normalized depth profiles (wrt silicon) of
B obtained through ToF-SIMS analysis (see section 2.2.6) for the three glasses for
duration of 7 days, 2 months and 1 year. The gel corresponds to the zone where
the normalized intensity is less than 1.0 (1.0 represents the normalized concentra-
tion in pristine glass). The region where the normalized intensity sharply rises to
1.0 represents the gel-glass interface, beyond which lies the unaltered pristine glass.
The gel layer is distinctly characterized by the depletion of boron, allowing for the
estimation of its thickness.

It is important to note that the monoliths were introduced into the alteration solu-
tion four days after the experiment began with the powders. The alteration kinetics
observed through solution analysis reflect the changes in the powders, as powder
represents the vast majority of the surface in contact with water. To ensure that the
alteration kinetics were comparable between the monoliths and the glass powders,
the gel layer thickness measured by ToF-SIMS was compared with the equivalent
thickness of the altered glass determined through solution analysis, starting from
four days of alteration. Overall, the alteration kinetics of the monolith samples align
closely with those of the glass powders except for SBNA1 where the altered thick-
ness of the glass powder was four times as compared to the alteration thickness of
the monolith but the quantitative comparison for SBNA1 glass powders and mono-
liths had similar trend, the alteration thickness calculated from ICP and ToF-SIMS
has been mentioned in Table 2.3. The difference in gel thickness calculated from
solution data (for altered glass powders) and ToF-SIMS (for glass monoliths) for
SBNA1 can likely be attributed to the rapid release of silica from the powders may
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(a) SBNA1 (b) SBNA4

(c) SBNA6

Figure 2.5: Equivalent thickness of B and Na resulting from the 1 yr long experiment
conducted at 90°C, pH 9 with powder and monoliths obtained from ICP for
(a) SBNA1, (b) SBNA4, and (c) SBNA6.

have led to the early formation of a silica-enriched layer. Since the glass monoliths
were introduced into the reactor after the solution had already reached silica satura-
tion, this pre-existing condition may have influenced the alteration behavior of the
SBNA1 glass and contributed to the observed discrepancy.

Table 2.3: Alteration thickness measurements for different glass samples.
SBNA 1 SBNA 4 SBNA 6

Alt. Thickness, ICP: 7 days (nm) 648 516 144
Alt. Thickness, ToF SIMS: 7 days (nm) 150 175 195
Alt. Thickness, ICP: 56 days (nm) 664 1485 538
Alt. Thickness, ToF SIMS: 56 days (nm) 181 1000 424
Alt. Thickness, ICP: 1 year (nm) 709 2443 1518
Alt. Thickness, ToF SIMS: 1 year (nm) 200 2592 1082

It is important to note that the alteration thickness in SBNA1 does not evolve over
time, as seen by both ICP and ToF-SIMS, and we observe a boron retention in the
depth profiling of SBNA1 (presented using ToF-SIMS). The boron retention in the
SBNA1 glass increases from ∼ 15% at 7 days to ∼ 24% at one year, while the boron
retention in the SBNA4 and SBNA6 glasses remains between 1% and 2% over a pe-
riod of 7 days. Boron retention does not change significantly between 2 months and
1 year. Compilation of boron retention data calculated using the ToF-SIMS profile
shown in Figure 2.6 is provided in Table 2.4. The boron retention observed for gel
matured for one year is maximum for the lowest Al content glass (SBNA1), interme-
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Figure 2.6: Normalized ToF-SIMS secondary positive profiles of boron in the 7-days, 2-
months and 1-year samples for (a) SBNA1, (b) SBNA4 and (c) SBNA6 (The
broadness of the SBNA6 sample represents the roughness of the gel surface)

diate for SBNA4, and close to none for SBNA6.
The percentages reported in Table 2.4 correspond to average values obtained from

normalized boron depth profiles, and thus represent the mean fraction of boron
retained across the altered layer. In the case of SBNA1, this average reflects the fact
that boron retention is higher near the glass–gel interface than near the gel–solution
interface.

Table 2.4: Boron retention (expressed as the fraction of boron remaining in the altered glass)
at different durations of alteration, calculated from normalized boron depth pro-
files obtained by ToF-SIMS

Duration (days) SBNA1 SBNA4 SBNA6
7 15% 1% 2%
56 24% 2% 1%
365 24% 5% 1%

Following the ToF-SIMS analysis of secondary positive ions, the monolith sam-
ples were immersed in an isotopically labeled solution containing approximately
67% 18Oand 1000 ppmboron (with 99% enrichment in 10B) at ambient conditions for
24 hours. After immersion, the samples were removed from the solution, plunged
into liquid nitrogen , and subjected to ToF-SIMS analysis of secondary negative ions



2. Experiments 60

Figure 2.7: 10B diffusivity in gels formed in silica-saturated solutions at 90°C and pH 9.
(a) SBNA1,(b) SBNA4 & (c) SBNA6 represent the depth profile of 10B/11B ratio
in the gel for the glasses altered for 7, 56, and 365 days kept in an isotopically
spiked 10B tracing solution for 24 hrs.

in cryogenic mode. Notably, the gel layer thickness did not increase during the
24-hours tracing experiment at ambient temperature. Figure 2.7 shows the 10B/11B
ratio in the gels after the three selected alteration durations for the three glass com-
positions. The diffusion of the 10B isotope is not significant for 7 days and 56 days
in the gel of the SBNA1 glass. However, in the 1-year altered sample there diffusion
is noticeable up to 40nm. The possible reason has been explored in section 2.3.2 . In
contrast, the penetration of 10B in the gelwas up to 200 nm for SBNA4 and 100 nm for
SBNA6. The diffusion coefficient calculated by fitting Fick’s law to the 10B profile for
glass altered for 56 days is 1.5×10−19 m2/s for SBNA4 and 4×10−20 m2/s for SBNA6.
The possible explanation for the varying diffusive profile of the gel based on glass
composition and time can be attributed to the restructuring of the gel layer. The
restructuring can be majorly influenced by the presence of Al which makes the gel
difficult to reorganize because of the strengthened silicate network in the vicinity of
Al. Restructuring could lead to the diminishing of connections between pores [55],
[56]. The mobility of solvated boron ions through the gel layer is constrained by the
size of their first hydration shell, which limits their movement within narrow chan-
nels. This argument about the mobility of boron in nanoconfined silica nanopores
has been explored in Chapter 4.
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Figure 2.8: Oxygen isotopic ratio profiles after tracer uptake for (a) SBNA1, (b) SBNA4,
and (c) SBNA6. The broader profile for SBNA6 reflects gel-surface roughness.
Solution saturation refers to the tracer volume required to fill pore space; the
saturation limit is computed using the formula given in the ToF-SIMS section.
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One significant finding is the distinct profiles of 18O and 10B within the gel, in-
dicating that these two isotopes diffused into the gel layer differently. 18O appears
to be evenly distributed throughout the gel layer, with a slight enrichment near the
gel-glass interface (see Figure 2.8 (a), (b) and (c)). However, the 18O/16O isotopic
ratio in the gel layer is lower than expected if the entire porosity of the gel was filled
with the tracing solution as shown in Figure 2.8. This suggests that only a portion of
the pore volume in the gel layer is occupied by the tracing solution. Approximately
5–10% of the porosity was filled, based on the sample's pore volume. Additionally,
the 18O/16O ratio in the 7-days sample was slightly higher than in the 2-months
and 1-year samples, this trend is observed for all glasses. However, no significant
decrease in the 18O/16O ratio was observed between the 2-months and 1-year sam-
ples for all glasses, possibly due to slightly higher B retention in the 1-year sample.
This indicates that at least some of the porosity in the gel layer is not readily accessi-
ble to water, potentially resembling closed porosity. Water molecules may need to
navigate through the gel network between pore walls via interdiffusion or network
hydrolysis to access all the porosity. Additionally, it suggests that a small fraction
of the pores are sufficiently connected to form channels, facilitating rapid diffusion
between the gel-solution interface and the gel-glass interface.

According to the ToF-SIMS profiles, the porosity ranges from 30% to 34% for all
glasses (SBNA1, 4, and 6). The porosity can be theoretically estimated by using the
fraction of boron and sodium leached out and the radius of these ions [58]. The
porosity values are calculated using ToF-SIMS data and are reported in Table 2.5.
The porosity values obtained from ToF-SIMS are consistent with those derived from
TGA analyses, which carry an experimental uncertainty of ±10%. The measured
porosity varies between 26% and 33%, but there is no clear trend related to the age
of the gel, indicating that no significant changes correlate with the duration of alter-
ation.

Table 2.5: Porosity in altered glass samples (%)

Glass 7 Days 56 Days 365 Days

ToF SIMS TGA ToF SIMS TGA ToF SIMS TGA

SBNA1 34 27 32 31 29 41
SBNA4 33 27 33 33 31 30
SBNA6 30 27 29 34 29 25

Figure 2.9 (a) and (b) are TEM images of two altered glass monolithic samples.
The altered thickness of both monoliths was consistent with the observation from
ToF-SIMS analysis. We can observe qualitatively on these images that after 7 days
of alteration, the SBNA1 glass monolith has larger pores than SBNA4. It is difficult
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Figure 2.9: TEM image of 7 days altered glasses: (a) SBNA 1 and (b) SBNA4

to determine quantitatively the exact size of the pores using TEM, which provides a
two-dimensional image of a three-dimensional pore structure. This can lead to pore
shapes, sizes, and distributions misinterpretations as overlapping features may not
accurately represent the actual 3D arrangement. The visibility of pores is also depen-
dent on the contrast between the pores and the surrounding matrix. Low contrast
can hinder accurate identification andmeasurement of pores and therefore quantifi-
cation of the pore sizes. Despite these limitations, TEM observations do not provide
a quantitative pore size value, but they show that the SBNA1 sample altered for 7
days exhibits more well-defined pores than SBNA4. This qualitative difference is
also reflected in the SAXS profiles (see Figure 2.10), where SBNA1 follows Porod’s
law in the high-𝑞 region, consistent with sharper and smoother pore–gel interfaces,
while SBNA4 does not. This profile clearly shows the evolution of pore sizes. The
absolute intensity for all samples was calculated using equation 2.9 mentioned in
the methods (see 2.2.7). The SAXS curve for the unaltered glass exhibited a portion
that follows Porod’s law (linear correlationwith 𝑞−4 behavior) [139], [140], attributed
to the scattering contrast between the glass grains and air. In contrast, the intensity
curves for the altered samples displayed one Porod regime for small 𝑞, due to the
scattering contrast between the glass grains and air, and a second regime for larger
values of 𝑞, resulting from the scattering contrast between the pores in the gel and air
or water. At higher 𝑞 values (∼ 0.01 to 0.1 Å−1), another Porod law can be attributed
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to the creation of a large surface area and to the presence of the well-defined pores
observed in the 7-days altered sample of SBNA1. In contrast, the profile for SBNA4
does not follow Porod’s law [139], [140], which is consistent with the TEM observa-
tion concerning larger pores for altered monolith of SBNA1 (altered for 7 days) as
compared to SBNA4. The pores for SBNA1 at higher 𝑞 values (∼ 0.01 to 0.1 Å−1)
depict the smooth and sharp interface between the pores and the gel frame. The
average pore size calculated from SAXS was not very different for 7 days (2.8 nm),
56 days (3 nm), and 365 days (2.6 nm) while it was difficult to calculate the average
pore size from the SAXS curve that does not follow Porod’s law because it is harder
to define a smooth and sharp interface between the gel skeleton and water. The
SAXS spectra for SBNA4 were used to calculate the average pore size of the 365-
days altered sample, which is around 3 nm, close to that of SBNA1. TEM images for
SBNA6 are not shown; however, its SAXS profile (Figure 2.11 (c)) suggests that the
pores formed in this glass are not well defined, making quantitative determination
of pore size from SAXS challenging.

Figure 2.10: Small-angle X-ray scattering patterns of SBNA1 and SBNA4 for unaltered
and 7 days altered glass samples.

Figure 2.11 (a), (b), and (c) present the SAXS profiles for SBNA1, SBNA4, and
SBNA6, respectively. For SBNA1 and SBNA4, data are shown for samples altered
for 7, 56, and 365 days, while for SBNA6 the profiles correspond to 56 and 365 days
of alteration. The pore structure of SBNA1 shows little variation with alteration
time and consistently follows the Porod law regime, indicating the presence of well-
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defined pores. In contrast, SBNA4 exhibits a clear evolution of its pore structure over
time: the 7-day and 56-day samples do not follow the Porod law regime, whereas
the 365-day sample shows the development of well-defined pores. SBNA6 does not
display any indication of well-defined pores for either alteration duration.

(a)

(b)

(c)

Figure 2.11: Small-angle X-ray scattering patterns of the glasses for (a) SBNA1 (b) SBNA4
(c) SBNA6
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Impact of dense layer

One argument on the passivation of SBNA1 may be attributed to the formation of a
dense layer near the interface. The literature indicates that gel formation in glasses
during aqueous alteration can occur through two primary mechanisms [52]: dis-
solution/precipitation, where silica dissolves in an interfacial film of water and re-
precipitates to form a gel layer, or in-situ reorganization, where the glass network
restructures locally without significant silica precipitation. To investigate which
mechanism governs gel formation in glasses with varying aluminum content (1 and
6 mol% Al2O3, corresponding to SBNA1 and SBNA6), we analyzed the enrichment
in 29Si of the gel layer using ToF-SIMS. Dissolution/precipitation typically results in
29Si enrichment due to preferential silica precipitation, whereas in-situ reorganiza-
tion involves minimal isotopic enrichment.

Figure 2.12: Normalized boron mass loss, 𝑁𝐿(B), as a function of the square root of time for
SBNA1 and SBNA6 during Experiment 1c. The experiments were conducted
at 90 ◦C and pH 9, with a surface-area-to-volume ratio of 50 cm−1. Data were
obtained from ICP–OES measurements.

In Experiment 1c (See section 2.2.1), the equivalent thickness for the altered glass
(with boron as a tracer) is shown in Figure 2.12 which is consistent with the results
obtained in Experiment 1a(Figure 2.5) confirming similar dissolution behaviors for
glass powders despite different initial conditions (10% 29Si-saturated solution and
simultaneous powder-coupon alteration). The gel layer thicknesses measured by
ToF-SIMS and equivalent thicknesses (ETH) calculated from ICP-OES for SBNA1
and SBNA6 are presented in Table 2.6.

For SBNA1 (glass monolith), ToF-SIMS indicated a gel layer thickness of 136 nm
after 2months, increasing to 580 nmafter 6months, while ICP-OES showedETHval-
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Figure 2.13: a,b B profiles recorded using ToF-SIMS normalized to Si for SBNA1 and
SBNA6. c, d 29Si/28Si profiles compared to the natural abundance indicated
as dotted line for SBNA1 and SBNA6.

Table 2.6: Equivalent thickness calculated from ToF-SIMS and ICP-OES for experiment1c
Name of Glass 2 Months 6 Months

ToF-SIMS (nm) ETH from ICP (nm) ToF-SIMS (nm) ETH from ICP (nm)
SBNA1 136 772 580 750
SBNA6 360 567 1130 1009

ues of 772 nm at 2months and 750 nm at 6months. For SBNA6, ToF-SIMSmeasured
gel layer thicknesses of 360 nm at 2 months and 1130 nm at 6 months, with ETH val-
ues of 567 nm at 2 months and 1009 nm at 6 months. The discrepancy between
ToF-SIMS and ICP-OES for SBNA1 suggests differences in alteration dynamics be-
tween glass powders and monoliths. In contrast, SBNA6 shows closer alignment
between ToF-SIMS and ICP-OES, indicating more consistent alteration behavior.

ToF–SIMS analysis of 29Si enrichment (Figure 2.13) reveals distinct behaviors in
the two glasses. In SBNA1, no enrichment is observed after two months, in line
with earlier reports of in-situ reorganization [53]. After six months, however, an
enrichment of about 10% appears, suggesting that dissolution and reprecipitation
may also occur. In contrast, SBNA6 shows no measurable enrichment at either two
or six months, which supports in-situ reorganization as the prevailing mechanism.

The isotopic results are consistent with the elemental profiles. SBNA1 retains
boronwithin the gel, a sign that the gel layer develops passivatingproperties, whereas
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SBNA6 retains very little boron, consistent with a gel that is less protective. These
observations are in qualitative agreement with Experiment 1a (Figure 2.5), where
SBNA1 again shows more resistance to alteration than SBNA6.

The mechanistic interpretation follows naturally. In SBNA1, Si–O bonds break
quickly enough that silicon species can dissolve completely, exchange with the so-
lution, and re-incorporate into the gel. This exchange produces progressive 29Si
enrichment and an external gel structure that becomes less compact over time. The
penetration of 10B into the SBNA1 gel (see Figure 2.7) after one year supports this
view, pointing to a progressively more open gel network. SBNA6 behaves differ-
ently. Its higher aluminum content increases the activation energy for Si–O bond
rupture, preventing the simultaneous breaking of all bonds around a given Si atom.
This restricts exchange with the solution and suppresses both 29Si enrichment and
tracer penetration.

The apparent duality in SBNA1—sometimes consistent with in-situ reorganiza-
tion, sometimes with dissolution/precipitation—likely reflects its position at a com-
positional threshold. With intermediate aluminum content, small variations in solu-
tion chemistry, pH, temperature, or hydrodynamics can shift the balance between
mechanisms. Previous studies show that gel solubility rises as aluminum content
decreases, and that in compositions such as SBNA0 or SBNA1 it can even exceed that
of amorphous silica [52], [53]. Because supersaturated silica solutions are highly re-
active and sensitive tominor perturbations [141], differences in surface area between
powders andmonoliths—and therefore in silicon release rates—can readily alter the
outcome. Taken together, the evidence indicates that Al-rich glasses such as SBNA6
consistently favor in-situ reorganization, Al-free glasses such as SBNA0 undergo
dissolution and reprecipitation, and SBNA1 lies between these endmembers, where
both mechanisms compete and the dominant pathway depends on subtle shifts in
experimental conditions.

2.3.3 Summary of results
The present research outcomes are consistent with previous studies on the same
glass composition [53], particularly in the observed qualitative trends of alteration
thickness measurements. However, a significant discrepancy arises for SBNA1 be-
tween thickness values obtained via ICP and ToF-SIMS analyses: the alteration thick-
nessmeasured by ICP is nearly four times greater than that determined by ToF-SIMS.
This divergence is likely linked to the activity of silica—given its higher solubility
compared to amorphous silica—which governs the alteration dynamics between
glass powders and monoliths, even though both monolith types display qualita-
tively similar behavior.
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It is worth emphasizing that SBNA1, due to its relatively low Al content, exhibits
distinct alteration behavior compared to SBNA4 and SBNA6. While SBNA1 under-
goes a rapid initial dissolution stage, it subsequently shows a low residual alteration
rate; in contrast, SBNA4 and SBNA6 display the opposite trend, with slower initial
dissolution followed by more sustained alteration.

2.4 Discussion
The purpose of this discussion is to synthesize and interpret the experimental find-
ings in relation to glass composition, gel layer evolution, and alteration kinetics.
These insights not only enhance our understanding of the mechanisms governing
glass durability but also lay the groundwork for supporting the Monte Carlo (Chap-
ter 3) and molecular dynamics simulation (Chapter 4) approaches presented in the
coming chapters.

2.4.1 How does the composition of the glass influence the forma-
tion and restructuring of the gel layer?

The role of aluminum in glass alteration is complex. Its effect varies depending
on the specific alteration regime under consideration. Within the initial alteration
rate regime, extensive research has explored the influence of aluminum, particularly
in relation to the Al2O3 content in the glass [38], [39], [40]. At low concentrations
(around 3.5 mol%), an increase in aluminum content is found to notably diminish
glass alteration. At intermediate levels (3.5 mol% ≤ 𝑥 ≤ 19 mol%), aluminum con-
tinues to exert a beneficial effect on alteration, albeit to a lesser degree. In contrast,
at higher concentrations (above 19 mol%), the alteration rate demonstrates a signif-
icant increase.

Recent investigations shed light on the fact that aluminum readily dissolves dur-
ing the early stages of alteration while also reinforcing the vitreous network. No-
tably, the dissociation activation energy of silicon atoms in proximity to aluminum
atoms as second neighbors surpasses that of silicon atoms within a pure silica net-
work [38]. For the glass series of the present study, an increase in both silicon and
aluminum content is associated with a reduction in the initial alteration rate. This
observed effect can be attributed to the enhanced polymerization and stability of
the glass network, as the presence of network formers resistant to hydrolysis in-
creases [40].

The current study points out increase in aluminum content correlates with an in-
crease in residual alteration rate. This trend can be linked to the effect of zirconium
in glasses, where higher zirconium concentrations tend to reduce the initial dissolu-
tion rate. At lower zirconium concentrations, the residual rate significantly reduces,
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whereas at higher concentrations, it tends to increase [142], [143]. This behavior is
attributed to the effect of zirconium on the dissolution of surrounding atoms, im-
peding the restructuring and recondensation of silicon atoms and thereby imped-
ing the formation of a protective gel. Our experiments underscore the pivotal role

Figure 2.14: Fitted Normalised mass loss of Boron for SBNA1, SBNA4 and SBNA6 for
transition time τ

of aluminum in regulating the restructuring of the gel, subsequently impacting the
residual alteration rate of the glass, in line with previous studies. As indicated in
Table 2.7, the transition time (𝜏) for SBNA1 is significantly lower than that of both
SBNA4 and SBNA6 (Figure 2.14). Following the transition from the initial dissolu-
tion rate of the glasses to the residual rate, the alteration gel skeleton becomes more
rigid. This observation aligns with the experimental result that the glass with the
lowest aluminumcontent (SBNA1)matured faster than thosewith higher aluminum
content (SBNA4 and SBNA6).The rapid reorganization effect is influenced not only
by low Al content but also by elevated concentrations of B [30], [41]. In contrast to
Al, B disrupts the silicate network by introducing Si–O–B linkages, which are more
susceptible to hydrolysis than Si–O–Si bonds [144]. This increased susceptibility
facilitates faster gel reorganization.

2.4.2 How do the properties of the gel layer, such as porosity, pore
size, and diffusivity for boron and water, evolve over time?

The SAXS profile of the SBNA1 glass sample (altered at 7 days, 56 days, and 1 year)
reveals that the pore morphology remains constant throughout the alteration dura-
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Table 2.7: The initial dissolution rates, residual rates, rate drops, and parameters 𝜏 for the
three glasses of this study have been determined at 90◦𝐶 and 𝑝𝐻 = 9.

Glass 𝑟0 (g.m-2.d-1) 𝑟𝑟 (g.m-2.d-1) 𝑟0
𝑟𝑟

𝜏 (days)

SBNA1 5.79 4.0 × 10−4 1.43 × 104 0.4
SBNA4 1.9 2.4 × 10−3 4.25 × 102 47
SBNA6 0.69 9.5 × 10−3 6.34 × 101 134

tion. The profile obtained from SAXS also highlights the presence of well-defined
pores (in agreement with Porod’s law) and an average pore size of approximately
3 nm, irrespective of the alteration duration. In contrast, the pore morphology of
SBNA4 evolves with time, and the SAXS profile for the alteration durations of 7 days
and 56 days suggests that the pores are not well defined and do not follow Porod’s
law. However, for the alteration duration of 1 year, the pores follow Porod’s law
with an average pore size of approximately 3 nm. The observation from SAXS is
supported by the TEM images, which indicate that the pores formed during 7 days
of alteration for SBNA1 are larger than those of SBNA4 altered during 7 days. The
porosities of all the glasses do not change drastically throughout the duration of the
experiment and remain around 30–34% for all glasses. Hence, the evolution of the
pore structure can be attributed to the reorganization (hydrolysis and condensation
of siloxane bond driven by a global decrease of the free energy of the gel). If one
consider that total pore volume remains constant over time while mean pore size
increases through ripening, it results an increasing distance between pores, with
potential implication on the transport of hydrogenated species andmobile elements
form the glass (particularly B). The transport of elements such as boron in the gel
plays an important role in understanding some of the mechanisms that control the
residual rate [16]. The gel structure formed by SBNA1 was highly passivating, with
low boron diffusivity in the gel and boron being retained in the gel, as revealed by
ToF-SIMS. In contrast, boron diffusivity in the gel was relatively high for SBNA4 and
SBNA6, according to the ToF-SIMS experiments.

2.4.3 Is it possible to establish a connection between thematuration
of the gel layer and its impact on the glass dissolution kinet-
ics?

Studies of SBNA1 glass dissolution kinetics reveal a marked decrease in alteration
rate over time. While an affinity-driven dissolution rate law successfully explains
the release of silicon into solution, it fails to capture the behavior of boron, a well-
established tracer of glass alteration (Figure 2.4 and 2.5). This discrepancy is particu-
larly evident for SBNA1, which rapidly reaches silica saturation. In this case, boron
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Figure 2.15: Normalised Mass for B and Si plotted in primary and secondary axes for
SBNA1 glass

release is not expected to be affected by feedback from the solution; if the affinity
model were valid, boron release should continue steadily. Instead, as shown in Fig-
ure 2.15, boron release in SBNA1 ceases after only a few days, indicating a passiva-
tion mechanism not captured by the affinity framework.

The passivation of SBNA1 cannot be explained by the early formation of an outer,
silica-rich surface layer as observed in CJ1 glass (Al-free) [52], since no enrichment
in 29Si is detected in the gel up to two months of alteration in a 10% 29Si-enriched
solution. This finding is consistent with literature on one-month altered samples
in silica-saturated conditions (relative to amorphous silica) [53]. Although an outer
layer that is silica-enriched in some cases appears after six months to one year, it is
not protective, as it remains permeable to species such as 10B. In fact, progressive
gel dissolution and enrichment in 29Si seem to produce a less protective outer layer
over time. Therefore, the passivation already evident at 7 days and 2months is better
explained by the intrinsic passivating properties of the alteration gel, rather than by
the later-formed outer layer.

As discussed in Section 2.4.1, Al (and B) controls the restructuring of gel during
glass alteration and controls the residual rate regimewhich is consistent with the lit-
erature [30], [41]. Low Al content in the glass leads to quick maturation and the gel
morphology reaches a quick pore saturation (see Section 2.4.2) . The pores evolve in
such away that smaller pores coalesce to form larger ones, which typically increases
the inter-pore distance and reduces pore connectivity. This happens through hydrol-
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ysis and condensation reactionswhichminimizes the free energy of the gel [55], [56],
[57]. The mechanism by which the gel maturates has been modeled using Monte-
Carlo in Chapter 4. We observed significant boron retention in the gel for SBNA1
which is consistent with the results in previous literature [53]. In the case of SBNA4,
we saw that the boron retentionwasmore visible as the pore structure evolvedwhile
we didn’t see any significant retention in SBNA6 which correlated with it’s slow re-
organisation.

For SBNA1, the initial high dissolution rate is followed by a rapid drop, coinciding
with the formation of a gel that strongly retains boron: retention increases from
∼15% at 7 days to ∼24% after one year. The negligible outward diffusion of boron
from the altered glass volume indicates highly passivating properties, likely arising
from a combination of solid-state diffusion and molecularly constrained aqueous
diffusion. This behavior corresponds to a low residual rate of 4.0 × 10−4 g·m-2·d-1.
Given the low Al content of SBNA1, this strong passivation probably results not
only from the precipitation of secondary phases at the gel surface, but also from
rapid inward network reorganization that reduces pore connectivity.

In contrast, SBNA4 and SBNA6 exhibit slower gel maturation (𝜏 ≈ 47 days and
134 days, respectively) due to their higher Al content. This leads to greater boron
mobility, lower boron retention (∼5% for SBNA4 and negligible for SBNA6), and
higher residual rates of 2.4×10−3 and 9.5×10−3 g·m-2·d-1, respectively. The estimated
boron diffusion coefficients in the gels formed by these glasses (∼ 10−20 m2/s) are
orders of magnitude lower than in bulk solution (∼ 10−9 m2/s), yet still high enough
to reflect more open structures than in SBNA1. Combined isotope tracing with 10B
and 18O confirms this: 18O penetrates the gel–glass interface over the tracing period,
whereas 10B does not. This implies that the B(OH)3 species is too large to traverse the
available nanochannels, supporting the notion of size-selective transport through an
evolving pore network.

Overall, the alteration rate decreases with time for all SBNA glasses as their gels
mature, but the extent and timing of passivation depend strongly on gel structure
and composition. Both the chemical reactivity and the structural characteristics of
the gel evolve continuously, governing species transport and ultimately controlling
long-term dissolution kinetics.
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Conclusion
This experimental study aims to examine howglass composition affects gel layer
formation and restructuring, investigate the evolution of gel layer properties—
such as porosity, pore size, and diffusivity of boron and water—over time, and
establish the relationship between gel layer maturation and glass dissolution
kinetics. From the results obtained after the aqueous alteration experiment con-
ducted on a simplified sodium-alumino-borosilicate glass over a period of one
year, it can be concluded that the glass alteration rate is significantly influenced
by the Al concentration in the glass. Although Al has a positive role in limit-
ing the initial dissolution, Al controls the restructuring of the glass, which in
turn leads to the evolution of gel properties and affects the dissolution kinetics
in the residual rate regime. Using the solution data (ICP) and the ToF SIMS
data we observe that the amount of Al in the glass affects the gel morphology.
With a low Al content, glass forms a very passivating gel quickly as compared
to higher Al content glass, this maybe because for one glass the rate of reorga-
nization is much higher than that of the other [38], [53]. The concentrations of
B, Na, and Si in the solution suggest that the drop in the glass alteration rate
is attributed to the transport properties of the gel layer rather than a decrease
in affinity from the solution. The SAXS data suggest growth of pores with the
alteration time. The low Al content glass reached a pore saturation quickly as
compared to other glasses with high Al content as the pores become bigger and
disconnected. This results suggest that a matured gel is less connected and the
diffusion of water and boron is restricted. The gel does not just evolve in terms
of its physical structure, but also its chemical reactivity. The experiments also
suggest the drop in reactivity as the gel matures, which is evident from the trac-
ing experiments where less 18O is exchanged from the tracing solution to the
gel with time.
Overall, these findings have provided valuable insights into the mechanisms
controlling the glass alteration rate of simplified sodo-alumino-borosilicate
glass. The results highlight the importance of understanding the transport prop-
erties of the gel layer and the mechanisms by which they affect the glass alter-
ation rate to have a global alteration model. The mechanism can be linked with
other methods such as Monte-Carlo and Molecular dynamics to develop accu-
rate models of global alteration behavior.
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3.1 Introduction
Over the past few decades, stochastic lattice models based on theMonte-Carlo (MC)
method have been widely used to simulate glass corrosion. These models have of-
fered valuable insights into the microscopic processes that govern glass-water inter-
actions, including the effects of network modifiers such as sodium (Na), the roles of
glass components like zirconium (Zr) and aluminum (Al), and, more recently, the
coupling between hydrolysis and diffusion. Through these studies, Monte-Carlo
simulations have significantly enhanced our understanding of the atomic-scalemech-
anisms driving glass alteration [56], [138], [145], [146], [147].

This chapter introduces a novelMonte-Carlo approach to explore keymechanisms
occurring at the glass-solution interface and during gel maturation. Specifically, it
aims to address the following questions:

1. What interactions and transformations occur at the glass-solution interface,
and how can these be linked to the kinetics of alteration as observed in ex-
perimental studies?

2. What mechanisms influence the restructuring of gel, particularly in relation to
the role of aluminum (Al) in glass?
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3. Is it possible to establish an interplay between the parameters controlling the
gel characteristics?

4. How can we link the evolution of MC gel structure over time to diffusive pro-
cesses, and can it be linked to experimental observations from small-angle X-
ray scattering (SAXS) and transmission electron microscopy (TEM) in order to
link it to the alteration kinetics?

Addressing these questions is crucial for elucidating the fundamentalmechanisms
that govern glass alteration, particularly those related to the formation of protec-
tive layers and the long-term diffusion characteristics of alteration gels. The Monte-
Carlo model utilized in this study employs a dual-network representation to simu-
late water diffusion within the solid matrix, with a specific focus on the structural
evolution of the gel. Critical structural features, including pore size and channel di-
ameters, are systematically analyzed, and simulation parameters are meticulously
calibrated to facilitate a qualitative as well as quantitative comparison with experi-
mental data derived from SAXS and TEM.

This chapter is organized into several key sections to guide the reader through
the development and application of the Monte-Carlo modeling approach. Follow-
ing the introduction, the first section provides an overview of previousMonte-Carlo
methods used in the study of glass alteration, highlighting the evolution of model-
ing strategies and their respective limitations. The next section introduces a newly
developed Monte-Carlo algorithm, detailing its dual-network architecture and the
mechanisms governing water diffusion, hydrolysis, and redeposition. The subse-
quent sections present simulation results for different glass compositions, compar-
ing model outputs to experimental data to validate parameter choices. Finally, the
chapter explores gel maturation dynamics and analyzes the morphological evolu-
tion of the altered layer, including pore size distribution and channel connectivity,
culminating in a discussion that links simulation insights to experimental observa-
tions and broader implications for long-term glass stability.

3.2 Description of the methods
3.2.1 Previous Monte-Carlo methods
Monte-Carlo (MC) methods are a widely used class of computational algorithms
that rely on repeated random sampling of a stochastic process to obtain an average
result. These methods, which are based on probabilities of occurrence of selected
events, were first developed bymathematician Stanislaw Ulam in the late 1940s dur-
ing his work on nuclear weapons at the Los Alamos National Laboratory. Since
their inception, MC methods have been extensively applied across various fields,
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including the simulation of complex physical, biological, and chemical systems.
Aerstens and Van Iseghem introduced MC modeling to study the dissolution of

glasses [145], [148]. Aertsens's method utilizes a diamond network structure consist-
ing of two types of elements: a sparingly soluble element (Si) and a soluble element
(Na). The Si and Na atoms are randomly distributed throughout the network. The
solid network is in contact with a solution. In this method, there are two important
probabilities.

The first probability, denoted as 𝑃+, determines the likelihood of breaking Si–Si
bondswithin the diamond network. This process allows Si atoms to detach from the
network and enter the solution. The second probability, denoted as 𝑃−, determines
the likelihood of reforming a Si–Si bond, causing Si atoms to be redeposited back
onto the diamond network. Together, these opposing processes of dissolution and
redeposition create the possibility for a protective layer to form at the interface.

The released Si atoms are capable of freely diffusing within the solution. This
diffusion process is governed by another probability, Pdiff, which is much higher
than both P+ and P-. This indicates that Si atoms have a strong tendency to move
and spread throughout the solution.

Additionally, the Na ions within the network can undergo an exchange process
with water molecules present in the solution. The likelihood of this exchange occur-
ring is determined by the probability Pion.

Si − O − Si + H2O → Si − OH + Si − OH (3.1)

Si − O − Na + H+ → Si − O − H + Na+ (3.2)

Aertsens simulations show how sodium in glass affects how it dissolves when
there’s no silica in the solution and the glass surface-to-volume ratio is zero [148] (i.e.
infinite volume). With low sodium, the glass dissolves slowly and evenly because
sodium can’t escape without silica breaking down first. But with more sodium,
paths form inside the glass, letting sodium leak out quickly and unevenly, even
when silica levels are maxed out, creating thick surface layers. There’s a tipping
point—called the percolation threshold—where below it, sodium stops leaching
once silica saturates, but above it, sodium keeps going. The more sodium in the
glass, the thicker the surface layer gets, though a higher P+/Pion ratio can thin it
out. These results match up with surface layer types described by Hench and Clark
and sodium patterns seen in SIMS analyses, making the simulations a good fit for
real-world observations.

Aertsens's method involves the dynamic processes of Si-Si bond breaking and re-
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forming, Si diffusionwithin the solution, andNa ion exchangewithwatermolecules.
These characteristics define how the systembehaves and interactswith the surround-
ing solution. The main drawback of the model came from the restriction in the size
of the system due to simulation of the diffusion of Si in solution that is very time
consuming.

Building onAerstenswork, Devreux and colleagues developed a similarMCmodel,
but without explicitly modeling species diffusion [143]. This simplification allowed
them to simulate larger systems. Their work examined the effects of glass morphol-
ogy, composition, and dissolution probabilities. Their simulations suggested that
the altered layer could act as a passivating barrier. Once this gel layer forms, it sig-
nificantly restricts the further release of soluble species by acting as a compact, less
permeable barrier. Additionally, their model explained the delayed formation of
the passivation layer in glasses containing insoluble oxides.

Devreux and Ledieu’s methodmodels the atomic structure and reactivity of glass,
particularly for studying water-induced alteration in nuclear glasses [138], [146].
The glass structure is represented as a network of tetrahedral sites mapped onto a
cubic lattice, topologically equivalent to a diamond lattice as shown in Figure 3.1(a).
To achieve fourfold coordination, two bonds per site are removed—upward and for-
ward for even sites, downward and backward for odd sites—enabling efficient site
labeling and management of systems with over 108 sites. Network-forming cations
(e.g., silicon, aluminum, boron) are randomly distributed on lattice vertices based on
glass composition, with oxygen atoms at bond midpoints and modifier cations (al-
kalis or alkaline earths) in interstitial positions to balance charge defects. Silicon and
aluminum are typically fourfold coordinated, while boron can be threefold (B(III))
or fourfold (B(IV)), with ratios determined via 11BNMR or literature data (represen-
tations of these three fold and fourfold coordinates is mentioned in Figure 3.1(b)).
Elements with higher connectivity (e.g., Zr, FeIII) are approximated as fourfold co-
ordinated sites, adjusting reactivity parameters to reflect their bonding tendencies.

Reactivity at the glass–water interface is modeled using kinetic Monte–Carlo sim-
ulations, focusing on the hydrolysis and condensation of dissolved species. Disso-
lution probabilities are determined by cation type and local environment, such as
the number and type of bonds. Weaker bonds, such as B–O, are assigned a prob-
ability of 1, indicating immediate dissolution. For silicon, dissolution probabilities
(denoted 𝑤𝑛) depend on the number of siloxane bonds (ranging from 1 to 3) and
are adjusted by a factor (𝑟) when bonded to other cations (e.g., Si–O–X), as illus-
trated in Figure 3.2. Redeposition probabilities (𝑤𝑐) are proportional to solution
concentrations, though boron and sodium are assumed to be infinitely soluble and
thus do not redeposit. This approach results in a first-order kinetic law for dissolu-
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Figure 3.1: (a) The diamond structure is projected onto a cubic lattice, where two bonds are
alternately removed, one oriented upward and forward, and the other downward
and backward. (b) Vertices of the lattice are occupied by a random distribution
of fourfold and threefold coordinated species. Glass modifier cations are inserted
into interstitial sites to balance the charge imbalances [142].

tion rates, with stationary concentrations emerging from a balance between dissolu-
tion and condensation, influenced by interface composition and leaching conditions.
The model prioritizes simplicity, intentionally omitting complex refinements such
as clustering or aluminum avoidance, to efficiently capture the primary physics of
glass alteration. However, this method cannot assess the residual alteration rate, as
alteration ceases once a protective layer forms because no water diffusion is allowed.

Figure 3.2: The glass dissolves atom by atom, rather than bond by bond, with probabilities
that depend on the local reticulation level.

In this study [138], the dissolution kinetics of borosilicate glasses, as observed ex-
perimentally, were compared with predictions from numerical simulations to eval-
uate a simplified model centered on silica reactivity. A reference glass (66% SiO2–
17.4% B2O3–16.6% Na2O) mimicking the SON68 composition, altered at 90°C, pH
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8.5, and SA/V = 100m−1, showed saturation of silicon, boron, and sodium concen-
trations. Silicon saturated at ~125mg/L (close to amorphous silica solubility), while
boron and sodium concentrations plateaued at ~55 mg/L and ~110 mg/L, respec-
tively, indicating corrosion blocking by a passivating layer. The simulations with
parameters w1=10−2, w2=10−3, w3=10−4, wc=10 qualitatively matched these trends,
though initial parameter sets overestimated saturation values. A slight adjustment
in the dissolution and condensation probabilities achieved exact agreement with
experimental saturation values, validating the model's predictive capability when
fine-tuned. The comparison with experiments and simulations are shown in Figure
3.3(a) and (b).

This approach was validated for a ternary sodium borosilicate glass, where corro-
sion behavior in a free-pH solutionmirrored that in a pH-buffered solution. The sim-
ulations, optimized against experimental data with aNa/B ratio of 1 (representative
of nuclear waste confinement glasses), highlighted the competing roles of soluble el-
ement loss and reversible silica hydrolysis-condensation in determining corrosion
extent. Boron oxide, a key component, influenced durability by consuming glass
modifiers and resisting depolymerization, yet its rapid dissolution and network per-
colation significantly accelerated corrosion and shaped the porosity of the altered
layer. Figure 3.3 (c) and (d) illustrate a two-dimensional slice of the sample at the sim-
ulation's conclusion. It reveals a porous surface layer, approximately 310 nm thick
(calculated using a 0.3 nm/pixel scale), which is nearly devoid of sodium and boron,
consistent with experimental findings. Due to the dynamics of silicon dissolution
and recondensation, this surface layer has undergone reconstruction throughout the
process: the pores have enlarged, the pore walls have thickened, and the porosity
has eventually sealed, leading to a corrosion-blocking effect that prevents further
removal of soluble components. This model offered a clear explanation for the for-
mation of a protective passivating layer on the glass surface. It also accounted for
the paradoxical behavior of weakly soluble oxides like zirconium, which slow corro-
sion kinetics (low initial dissolution rate) yet increase the final residual rate in glass
alteration. According to the model this occurs because the addition of Zr hinders
the reorganization of the gel network.



3. Monte-Carlo Modeling 81

Figure 3.3: The changes in (a) the concentrations and (b) the leached proportions of silicon
(marked with crosses), boron (indicated by filled black circles), and sodium (rep-
resented by open circles) are shown for the reference glass subjected to leaching
at a temperature of 90°C, a pH of 8.5, and a surface area-to-volume ratio of
100 m−1. The second part (down) of the figure depicts a two-dimensional slice
of the surface layer, known as the gel, at the conclusion of the simulation. In
this representation, water appears white, silicon is shown in dark gray, boron
is in light gray, and sodium is omitted. The entire simulated sample measures
256 × 256 × 2048 units. The figure highlights two specific regions: (c) the area
close to the gel-water boundary and (d) the area near the gel-glass boundary.
Notably, the porosity varies between these two sections. The gel layer has a total
thickness of 310 nm, calculated based on a scale of 0.3 nm/pixel [142]



3. Monte-Carlo Modeling 82

Later, Devreux et al. modified the code to explore gel aging by allowing silicon
atoms dissolved in closed pores to diffuse on the pore surfaces [149]. This method
simulates gel maturation even after the alteration process has ceased, although it
does not account for the residual alteration phase. Both studies found that a thick,
silicon-enriched layer develops on the gel's surface when in contact with water. This
layer is thought to restrict water movement through the gel, thereby limiting the
release of boron (B) and sodium (Na) into the solution.

Incorporating zirconium (Zr), which is an extremely low solubility element, into
the glass delays the formation of this silicon-enriched barrier. Zr hinders the re-
organization of silicon bonds, preventing the formation of the blocking layer and
allowing the alteration process to continue until the glass is fully transformed into
gel. Cailleteau explored the effect of Zr in controlling themorphology of the gel [56],
[150]. The code used by Cailleteau is a slight modification of the Devreux code done
byM. Arab [150], in which the Zr coordination is considered to be 6 instead of 4. The
corrosion behavior of glasses labeled xZr (where 𝑥 = 0, 2, 4, 6, 8) was modeled us-
ing a surface-area-to-volume ratio [56] (SA/V) of 15 cm−1 . Figure 3.4 illustrates the
2D longitudinal cross-sections of the corrosion layers after 3 × 105 simulation steps,
revealing how layer morphology explains the differing behaviors between glasses
with low and high Zr content. In glasses with low Zr (e.g., 0Zr, 2Zr, 4Zr), the outer
layers fully dissolve, and the external gel layers densify, leading to shrinkage. This
reduces porosity, making the pore network non-percolating, which blocks themove-
ment of soluble species and halts corrosion. Conversely, in glasses with high Zr
(e.g., 6Zr, 8Zr), nearly insoluble clusters around zirconium atoms stabilize the gel
structure, preventing shrinkage and densification. As a result, the porous network
remains percolating, allowing corrosion to persist.

The advancement in recent past for MC modeling was made by Kerisit and col-
laborators [147], [151], [152]. Their work, inspired by Devreux’s model, introduced
new features to better understand the effects of glass structure, such as non-bridging
oxygens and boroxol rings, as well as corrosion conditions like flow-through envi-
ronments. Most recently, they incorporated the diffusion of silicon species into their
simulations, further enhancing themodel’s capability to study glass dissolution pro-
cesses.

The algorithm proposed by Kerisit et at. extends its capabilities to investigate
the alteration of glass compositions and the role of aluminum (Al) in glass corro-
sion [147], [151], [152]. This advanced MC code represents the glass structure as a
three-dimensional (3D) cubic lattice, where network formers such as Si, B, and Al
are distributed according to their proportions in the glass composition. The algo-
rithm simulates dissolution and condensation reactions using predefined probabili-
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Figure 3.4: Longitudinal 2D cross sections of the simulated corrosion layer after 300,000
computer steps for the glasses XZr (where X = 0, 2, 4, 6, and 8). The lattice
nodes for silicon are represented in red, Boron in yellow, and water in blue [56].

ties, with a particular focus on the influence of Al on the corrosion process. The dis-
solution probabilities for Si sites are defined based on the number of nearest neigh-
bors and Al neighbors, following the formulation introduced by Ledieu et al. These
probabilities, denoted as w1, w2, and w3, correspond to Si sites with one, two, or
three Si nearest-neighbor sites, respectively as mentioned previously in Figure 3.2.
Additionally, a strengthening factor f accounts for the relative strength between Si–
O–Al and Si–O–Si linkages. The redeposition probabilities (wr) for Si and Al are
proportional to their concentration in the solution, with condensation probabilities
(wc−Si and wc−Al) set to values that yield saturation concentrations in agreement with
experimentalmeasurements [138], [146]. The dissolution and redeposition probabil-
ities are mentioned in Equations 3.3–3.5. Here, n and m denote the total number of
nearest neighbors, n, and the number of Al nearest neighbors, m and Cx is the con-
centration of Si or Al in the solution.

𝑤𝑑(Si, 𝑛, 𝑚) = 𝑤𝑛
𝑓 𝑚

(3.3)

𝑤𝑑(Al, 𝑛, 𝑚) = 𝑤𝑛
𝑓 𝑚+1 (3.4)

𝑤𝑟 = 𝑤𝑐−𝑥 𝑋𝑐𝑥 (𝑥 = SiorAl) (3.5)
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The simulation process is structured into five key stages, which are iteratively
executed until the glass is completely dissolved or a predetermined number of steps
is reached.

• Dissolution Evaluation and Execution: Each site in contact with water is eval-
uated for dissolution based on defined probabilities, and dissolved species are
replaced by water.

• Glass Connectivity Evaluation: The glass configuration is assessed to deter-
mine connectivity, with isolated clusters of sites being dissolved.

• Condensation: Si and Al redeposit at the glass surface according to redepo-
sition probabilities, which are proportional to their concentration in the solu-
tion.

• Liquid Connectivity Evaluation: The connectivity of water sites is evaluated
to distinguish between the main solution and closed pores, ensuring that dis-
solution and condensation processes occur only for sites connected to themain
solution.

• Coordination Evaluation: The coordination of each site is re-evaluated for the
new glass configuration, reflecting changes due to dissolution and condensa-
tion events.

Their findings showed that the glass dissolution rate increased with the number
of non-bridging oxygens (NBOs) across all Si/B ratios [153], as depicted in Figure
3.5. This increase was tied to the presence of Si sites with higher NBO counts. Since
boron (B) dissolution from glass was assumed to be instantaneous, the presence of
boroxol rings or boron clusterswas found to further elevate the dissolution rate at all
Si/B ratios [153]. Additionally, applying the aluminum avoidance rule, as opposed
to a random distribution, led to an increased dissolution rate [153]. In these simu-
lations, aluminum (Al) dissolution probabilities were set higher than those for Si,
reflecting the general observation that adding Al enhances glass durability against
water [147], [153]. However, some recent studies points out that Al dissociates more
readily from glass than Si, and the improved durability with higher Al2O3 content
stems from strengthened bonds around Si [38]. This raises questions about the ap-
propriateness of the Si and Al dissolution probabilities chosen in Kerisit’s study.
Correction of this bias has been taken into account in the new Monte-Carlo study
(mentioned in the next section).

The study done on two model glasses, a ternary borosilicate (CJ1) and the same
glass doped with 4.1 mol % of Al2O3 (CJ2) uses Monte-Carlo (MC) simulations to
investigate why a passivating layer forms earlier on glass CJ1 compared to CJ2 [52].
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Figure 3.5: The rate at which glass dissolves (Rx) compared to the rate when there are no non-
bridging oxygens (NBOs) (R0), depending on the proportion of silicon sites that
have an NBO , across various Si/B ratios. [153].

The simulationsmodel the corrosion of both glasses under static conditions, starting
with no dissolved silica in the solution. Initially, Si from the glasses dissolves. As the
Si concentration in solution increases, redeposition begins, eventually leading to an
equilibrium state after around 5000 steps. Over time, a dense Si blocking layer forms
at the top of the alteration layer, which prevents water from percolating through to
the pristine glass. This blocking layer develops faster in CJ1 (around 10,000 steps)
compared to CJ2 (around 20,000 steps), resulting in a reduced reactive surface area
as shown in Figure 3.6a.

Additionally, the concentration of Si (or Si + Al for CJ2) drops sharply to zero at
the gel-solution interface. This decline is more pronounced for CJ1 compared to CJ2,
indicating that the gel/solution interface is rougher in CJ2 than in CJ1 as shown in
Figure 3.6(b). The presence of aluminum (Al) slows down the dissolution process by
creating ”hard spots” that are resistant to dissolution. This leads to heterogeneities
and increased roughness and tortuosity in the alteration layers of CJ2 compared to
CJ1 as shown in Figure 3.7.

In summary, the MC simulations demonstrate that the earlier formation of a pas-
sivating layer on CJ1, compared to CJ2, is due to differences in dissolution and rede-
position dynamics, influenced by the presence of Al in CJ2. This results in a rougher
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Figure 3.6: (a) An instantaneous change in the concentration of Si dissolved and redeposited
during alteration of CJ1 and CJ2 versus the number of MC steps. (b) Fraction
of Si (for CJ1) and Si + Al (for CJ2) sites as a function of depth inside the gel
layer (normalized by the gel layer thickness; 0 and 1 on the x-axis are thus the
locations of the pristine glass/gel and gel/solution interfaces, respectively) [52].

andmore heterogeneous alteration layer for CJ2, delaying the formation of its block-
ing layer.

To capture irradiation effects using the algorithm [147], [151], [152] developed by
Keresit et al.—where recoil nuclei disrupt the glass structure, altering boron coordi-
nation and generating non-bridging oxygens (NBOs)—the study introduced modi-
fications to Si dissolution probabilities. The study was done on the CJ2 (64.9% SiO2,
17.3% B2O3, 4.1% Al2O3, 13.7% Na2O) glass using this MC algorithm [154]. A nor-
mal distribution was applied, using fixed values as means and varying standard
deviations up to 100% of the mean, thereby incorporating randomness to reflect
structural disorder (see Figure 3.8).

The primary effects of heavy ion irradiation include swelling, a decrease in boron
coordination number, and an increase in disorder. However, the MC model explic-
itly accounts only for changes in boron coordination, while the induced disorder
is approximated probabilistically. Notably, studies [154] have shown that irradi-
ation also affects the medium-range order of the glass, such as through changes
in ring size distributions. This suggests that modifications in medium-range or-
der likely contribute significantly to the observed corrosion behavior. Nevertheless,
such structural effects are not explicitly resolved in the MC approach.

The MC simulation results are benchmarked against experimental data, particu-
larly from Mougnaud et al. [155], who studied the corrosion of ISG monoliths pre-
irradiated with low-energy gold ions (0.5 to 3.5 MeV) to mimic irradiation effects,
delivering a total energy of 1021 keV cm�³. After 13 days of aqueous corrosion, their
experiments showed a six-fold increase in alteration layer thickness in irradiated
zones compared to non-irradiated ones, with changes in Vickers hardness indicat-
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Figure 3.7: Snapshot of the CJ1 and CJ2 gel layers (Si sites are shown in yellow, Al sites in
red, and water sites in gray) [52].

ing structural modifications from irradiation’s ballistic damage. In contrast, the MC
simulations of CJ2, incorporating pseudo irradiation effects through depolymeriza-
tion and distribution of hydrolysis probabilities predict only a 15% increase in boron
leached thickness as shown in Figure 3.9. This discrepancy suggests that while the
simulations effectively model short-range structural changes caused by irradiation,
they fall short of capturing the full experimental increase in alteration.

Thedissolutionprobabilities—establishedunder baseline conditions and adjusted
to investigate linkage disorder—effectively quantify how these changes accelerate
corrosion. However, the discrepancy between the simulated 15% increase and the
experimental six-fold increase underscores significant limitations in our ability to
capture medium-range order dynamics.

Since water molecules cannot diffuse within the glass network, it's not feasible
to depict the residual alteration rate or the significant increase in the width of the
alteration layer following irradiation. The acceleration of water diffusion can help
us to justify the experimental findings. Consequently, a new Monte-Carlo method
has been developed, and this algorithm will be discussed in the next section.

3.2.2 Description of the New Monte-Carlo method
The simulations were performed using a new Monte Carlo code developed by our
team [156]. The innovative aspect of this algorithm is the use of two interconnected
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Figure 3.8: The likelihood of silicon dissolution is depicted by probabilities (𝑤1, 𝑤2, 𝑤3).
Black dotted lines indicate constant probabilities, while the solid red and blue
lines show dissolution probabilities derived from normal distributions, with
standard deviations set at 20 % and 50 % of the mean, respectively [154].

networks: one representing the solid glass structure and the other the aqueous
solution—offering a significant advancement over previousmethodologies [56], [138],
[145], [146], [147]. Here, we describe the algorithm’s design, its key mechanisms,
and its application to glass compositions of the SiO2–Al2O3–B2O3–Na2O type, high-
lighting its capacity to simulate water diffusion, hydrolysis, element release, and
alteration layer formation with high fidelity.

The Dual-Network Framework: Solid and Liquid Networks
At the heart of this Monte Carlo algorithm lies its dual-network architecture, a

departure from the single-network models of earlier studies [56], [138], [145], [146],
[147]. The solid network is constructed as a cubic lattice, a structure familiar to tra-
ditional Monte Carlo simulations. Each node in this lattice corresponds to a vertex
of a cube, connected to six neighboring nodes via bonds, representing the atomic
framework of the glass. To accuratelymodel the coordination environments of glass-
forming elements—silicon (Si), aluminum (Al), and boron (B)—specific bonds be-
tween neighboring nodes are selectively removed. This adjustment ensures that Si
and Al atomsmaintain their characteristic tetrahedral (4-fold) coordination, while B
atoms can adopt either tetrahedral (B(IV)) or trigonal (B(III)) coordination, depend-
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Figure 3.9: Release of B from Monte-Carlo simulations examining the corrosion of both pris-
tine (prior to displacement cascades) and irradiated (following displacement cas-
cades) CJ2 compositions [154].

ing on the glass composition and sodium (Na) concentration.For instance, in glasses
of the SiO2–Al2O3–B2O3–Na2O system, Si, Al, and B atoms are randomly distributed
across the lattice nodes, with their coordination states dictated by the presence of
Na2O—though Na atoms themselves are not explicitly placed on the network. The
representation of the Monte Carlo network is shown in Figure 3.10.

The role of Na2O is modeled indirectly through its influence on coordination. Ex-
perimental evidence suggests that Na atoms preferentially charge-compensate Al
atoms, ensuring that all Al adopts tetrahedral coordination in the compositions stud-
ied here (where %Na2O exceeds %Al2O3) [157]. Any remaining Na atoms stabilize
B(IV) by facilitating its tetrahedral bonding. If insufficient Na is available, uncom-
pensated B atoms revert to trigonal coordination (B(III)). To incorporate B(III) into
the solid network, a specific procedure is employed: two B(III) atoms are placed
on adjacent nodes, and the bond between them is severed. This mimics structural
features observed in borosilicate glasses and aligns with techniques used in prior
Monte Carlo models [56], [138], [145], [146], [147]. Notably, in the glass composi-
tions simulated here, all Na is consumed by Al and B compensation, leaving no
excess to form non-bridging oxygens (NBOs), which simplifies the network struc-
ture.
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Figure 3.10: Representation of the initial network used to begin a Monte-Carlo calculation.
On the right-hand side, the solid network is shown, comprising Si (yellow), Al
(green), and B (blue) atoms. An example of inserting two B(III) atoms as a pair
is also illustrated. On the left-hand side, water molecules (red) are displayed
within the liquid network, positioned at the midpoint between two nodes of the
”solid network.”

In the current context of the study, three glass compositions are used, given in
Table 3.1.

Table 3.1: Composition of Glass Types (mol%)
Glass Type SiO2 B2O3 Na2O Al2O3

SBNA3.5 60.5 20.1 15.9 3.5
SBNA4 64.9 17.3 13.7 4.1
SBNA6 66.8 15.9 11.3 6.0

The second innovation is the liquid network, a subnetwork designed to represent
the aqueous solution and its dynamic interactions with the glass. Unlike the solid
network’s nodal representation of atoms, the liquid network positions its nodes at
the midpoints of bonds (edges) connecting two nodes in the solid network. This ge-
ometric intertwining ensures that the two networks are structurally interdependent,
allowing for realistic simulation of processes at the glass–solution interface. Initially,
water molecules are placed on the liquid network nodes within the “empty” volume
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adjacent to the solid network, establishing a flat interface between the dry glass and
the solution. This setup marks a significant evolution from previous Monte-Carlo
methods, where water diffusion into the glass was exclusively tied to bond hydrol-
ysis. In our model, the liquid network enables water to penetrate the solid network
independently, providing a more comprehensive depiction of dissolution dynam-
ics.

Monte-Carlo Simulation Workflow
The rationale of this Monte-Carlo modeling is to replicate the physical processes

occurring during glass dissolution by progressing through discrete steps, each rep-
resenting elementary mechanisms with assigned probabilities or parameters. The
simulation begins with the preparation of an initial structure: a pristine glass (solid
network) interfaced with a solution (liquid network). As the simulation advances,
water molecules diffuse from the liquid network into the solid network, triggering
the hydrolysis of chemical bonds, releasing glass constituents into the solution, and
facilitating the formation of an alteration layer. This process is governed by the
probabilities that control the variousmechanismswithin theMonte-Carlo algorithm.
Below, we outline the simulation workflow and the key mechanisms driving these
transformations.

Key Mechanisms of the Monte-Carlo Model
The algorithm incorporates several mechanisms, each tailored to simulate a spe-

cific aspect of glass–solution interactions.

1. Water Molecule Diffusion in the Liquid Network

a. Process: Water molecules migrate through the liquid network by jump-
ing to adjacent, unoccupied sites, eventually infiltrating interstitial spaces
within the solid glass network.

b. Parameter: nc_vois represents the number of times the diffusion subrou-
tine is executed per Monte-Carlo step to regulate frequency.

c. Rules: Jumps are permitted only to unoccupied neighboring sites; water
molecules are categorized as part of the ”main solution” (interconnected
and linked to the initial solution) or ”isolated” (no continuous path to the
main solution).

d. Details: During each Monte-Carlo step, the subroutine identifies all pos-
sible jumps and the loop is applied nc_vois times. This adjustment en-
hances diffusion rates compared to hydrolysis rate to match both experi-
mental boron and silicon releases.

2. Hydrolysis of Glass Network Bonds
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a. Process: A water molecule positioned at the midpoint of an X–Y bond
(where X, Y = Si, Al, or B) in the solid network triggers hydrolysis, break-
ing the bond into hydroxyl groups.

b. Parameter: wbreak sets the probability of bond breaking, uniform for Si–
O–Si, Si–O–Al, and Al–O–Al within a glass composition but adjusted be-
tween compositions; bonds with B hydrolyze instantly (probability = 1.0)
due to higher reactivity.

c. Rules: Hydrolysis can occur only when a water molecule occupies the
bond midpoint, reflecting the chemical necessity of water as a reactant.

d. Details: The reaction X–O–Y + H₂O → X–OH + HO–Y results in non-
bridging oxygens, such as silanol (Si–OH) or aluminol (Al–OH) groups,
driving glass depolymerization.

3. Bond Reformation in the Glass Network

a. Process: Broken bonds between Si or Al atoms in the solid network re-
combine, expelling a water molecule back into the liquid network.

b. Parameter: wrefor = 1/1000, a fixed probability indicating a 0.1% chance
of reformation per step.

c. Rules: Reformation is prohibited for bonds involving B atoms or those
intentionally broken initially to create tri-coordinated B sites in the net-
work.

d. Details: The reaction X–OH+HO–Y→X–O–Y+H₂O reverses hydrolysis.
The released water molecule can diffuse again, but the low wrefor value
reflects its minor impact on overall dynamics.

4. Release of Glass Elements into the Solution

a. Process: Atoms (Si, Al, or B) fully surrounded by broken bonds detach
from the glass network and enter the solution, simulating dissolution.

b. Parameter: No explicit probability; release is governed by spatial and con-
nectivity rules.

c. Rules: Si and Al atoms require direct contact with the main solution for
release; B atoms detach immediately, regardless of location, due to their
assumed rapid diffusion post-hydrolysis.
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d. Details: This mechanism reflects the progressive breakdown of the glass
structure. B’s instant release simplifies its faster kinetics compared to Si
and Al, which remain stationary without main solution access.

5. Redeposition at the Glass–Water Interface

a. Process: Dissolved Si and Al atoms in the main solution redeposit onto
sites at the glass–water interface, forming an alteration layer.

b. Parameter: wred determines the redeposition rate, calculated as wred ×
C_Si/Al, where C_Si/Al is the concentration of Si (C_Si) or Al (C_Al) in
the solution.

c. Rules: Redeposition is restricted to unoccupied sites at the interface (solid
network sites adjacent to the main solution).

d. Details: Atoms are randomly placed on available interface sites within
a virtual solution volume of 33,333 layers (30×30 sites, surface-to-volume
ratio = 1000 cm�¹). This process builds a Si- andAl-enriched layer, distinct
from internal bond reformation.

6. Vacancy Migration in the Solid Network

a. Process: Vacancies, or empty sites left by released atoms, migrate within
the solid network by exchanging positions with neighboring atoms.

b. Parameter: wvacan1=wvacan2=4 (indicting there are 4 sites available for
vacancy migration in 1000), a fixed probability giving a 0.4% chance of
migration per step. For gel maturation study, the wvacan1 and wvacan2 is
varied from 0 to 1000. If the value is equal to 0, it means that no vacancy
migration is applied and if the value is equal to 1000, it means that all the
possible vacancy migrations are applied.

c. Rules: Migration does not involve hydrolysis, reformation, or redeposi-
tion; broken bonds reorganize to maintain their total count during jumps.

d. Details. The ability for vacancies (mainly the voids formed after the re-
lease into the solution of B atoms and few Si, and Al atoms) to diffuse
within the solid network was introduced using probability parameters
denoted as wvacan1 and wvacan2.

e. wvacan1: probability applied for the vacancy jump when the number of
vacancy – vacancy pairs decreases or remains unchanged, this parameter
does not favor forming of large pores in the Monte-Carlo gel structure.
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f. wvacan2: probability applied for the vacancy jump when the number of
vacancy – vacancy pairs increases. This probability favors the growing of
pores.

g. In practice, vacancy jumps are simulated as follows. First, all potential
vacancy jumps in every direction are listed. These are then randomly
mixed to avoid favoring any specific jump direction. Each potential va-
cancy jump is then applied with probability wvacan1 if the jump results
in a decrease or stabilization of the number of vacancy-vacancy pairs, and
with probability wvacan2 if the jump leads to an increase in the number
of vacancy-vacancy pairs.:

h. This mechanism facilitates vacancy clustering and pore formation. Its
value is fixed in first part of the study regarding the gel surface. During
the study of gel maturation this mechanism is further exploited by vary-
ing the values of wvacan1 and wvacan2.

7. Water Molecule Jumps into the Solid Network

a. Process: A water molecule in the liquid network moves into an adjacent
vacancy within the solid network, integrating into the glass structure.

b. Parameter: No specific probability is associated with this process. A wa-
ter molecule jumps to a neighboring vacant site on the solid network as
soon as the event is possible.

c. Rules: The jump requires an adjacent vacancy in the solid network, en-
suring spatial feasibility.

d. Details: The vacated liquid network site becomes available for further
diffusion.

8. Dissolution of Solid Clusters in the Main Solution

a. Process: Isolated clusters of solid network atoms (Si, Al, B) detached into
the main solution dissolve, releasing their constituent atoms.

b. Parameter: No explicit probability; dissolution occurs instantly upon clus-
ter identification.

c. Rules: Clusters must be fully disconnected from the glass network for
dissolution to proceed.

d. Details: This process increases Si, Al, and B concentrations in the solu-
tion, simulating the breakdown of small glass fragments isolated during
depolymerization.
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Table 3.2 describes the summary of parameters andmentions their characteristics
describing whether they were fitted or fixed during the Monte-Carlo simulation.

Table 3.2: Parameters and Their Roles in the Model
Parameter Role Parameter (Fitted or Fixed)

nc_vois Number of times the loop
controlling the jumps of
water molecules on the liq-
uid network is called

Fitted

wbreak Opening of chemical
bonds

Fitted

wrefor Reformation of chemical
bonds

Fixed (wrefor = 1
1000 )

wred Redeposition of Si and Al
atoms at the glass–water
interface

Fitted

wvacan Jump of vacancies within
the solid network

Fixed (wvacan = 4) / Varied (var-
ied for gel maturation study,
fixed for surface effect calcula-
tions)

srempt Parameter introduced to
limit the quantity of water
molecules within the solid

Fixed (10%)

During a Monte-Carlo simulation, water molecules are categorized into two dis-
tinct groups: the main solution and isolated water molecules. The main solution
consists of water molecules that are interconnected, meaning they occupy neigh-
boring sites and are in contact with the initial solution. In contrast, isolated water
molecules are those that, while located within the liquid network, are disconnected
from the main solution. This disconnection indicates that there is no continuous
path linking these isolated molecules to the main solution.

The identification of the main solution and isolated water molecules is crucial for
understanding hydrolysis and redeposition mechanisms at the interface between
the glass and the solution. It is essential to note that only water molecules within
the liquid network are considered for this classification; those located inside pores
of the solid network are excluded from the analysis.

The determination of the main solution sites is carried out through a systematic
algorithm. Initially, a sequential index is assigned to each site in the liquid network,
starting with the first layer of the initial solution, where index 1 always represents a
site within the main solution. A loop is then executed over all occupied sites in the
liquid network. If two neighboring water molecules are found, their indices are up-
dated to reflect the lower of the two indices. This process is repeated until a steady
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state is achieved, meaning that no further changes occur in the indices. At the con-
clusion of this procedure, all sites marked with index ”1” are identified as being
part of the main solution, while those with different indices are categorized as iso-
lated water molecules. Isolated clusters of water molecules, therefore, correspond
to groups that share identical indices.

Similarly, an equivalent algorithm is employed to identify isolated solid clusters
within the main solution. Initially, the set of isolated solid clusters is determined,
and then those clusters that are in contact with anywatermolecule from themain so-
lution are dissolved. This dual approach allows for a comprehensive understanding
of both the water network and the interactions at play within the system.

Implementation and Calibration
TheMonte-Carlo code is implemented by initializing a 3D lattice with a flat glass–

solution interface, then iterating through the mechanisms outlined above.
The execution of the Monte-Carlo algorithm involves a series of structured steps

applied to a system consisting of a solid portion, a solution portion, and their inter-
face. Below is an organized breakdown of the process:

1. Initial Setup

• Prepare the system structure, defining the solid portion, the solution portion,
and the interface between them.

2. Monte-Carlo Steps
Each Monte-Carlo iteration consists of the following sub-steps:

1. Water Molecule Classification (First Pass)

• Identify water molecules within the main solution and distinguish isolated
water molecules.

2. Water Molecule Movement

• Facilitate jumps of water molecules within the liquid network, repeating the
process nc_vois times.

3. Bond Breakage Assessment

• Evaluate potential chemical bond breakages in the solid network, executing
them based on the probability wbreak.

4. Bond Reformation Events

• Determine opportunities for bond reformation within the solid network, ap-
plying them according to the probability wrefor.

5. Water Molecule Re-evaluation (Second Pass)

• Re-assess the classification of water molecules in the main solution versus iso-
lated ones.
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6. Atom Release into Solution

• Release fully hydrolyzed Si andAl atoms into the solution if they are in contact
with the main solution.

• Release fully hydrolyzed B atoms into the solution unconditionally.

7. Water Molecule Re-evaluation (Third Pass)

• Reclassify water molecules as belonging to the main solution or isolated clus-
ters.

8. Cluster Removal

• Eliminate isolated solid clusters present within the main solution.

9. Redeposition Events

• Detect opportunities for Si and Al redeposition at the glass–water interface,
implementing them based on the probability wred.

10. Water Molecule Re-evaluation (Fourth Pass)

• Reassess water molecule classification between the main solution and isolated
entities.

11. Vacancy Filling

• When a vacancy in the solid network is adjacent to a water molecule in the
liquid network:

• Fill the vacancy with a water molecule.

• If multiple adjacent water molecules are available, randomly select one.

• Remove the selected water molecule from the liquid network.

12. Vacancy Dynamics

• Identify events where vacancies (filled or empty) may shift within the solid
network, executing them based on the probability wvacan1 and wvacan2.

• Enhance vacancy clustering by adjusting probability values as needed.

Each step involves multiple passes to update water populations and apply events,
ensuring dynamic consistency. The Monte-Carlo steps are calibrated to align with
the experimental timeline, taking into account composition-specific diffusion coefficients—
such as the 30-fold variation observed between SBNA3.5 and SBNA6. The calibra-
tion of time andMCsteps ismentioned in the results section. Parameters like nc_vois,
wbreak, wred and wvacan are fine-tuned based on measured release rates of Si, Al,
and B. Additionally, the surface-to-volume ratio is utilized as an adjustable factor
in redeposition calculations. In the current calculations S/V is kept constant and
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the redeposition probability is adjusted accordingly. It means that throughout the
simulation S/V is constant and the redeposition probability is adjusted to take into
account this value of S/V.

We introduce a parameter, srempt, to control the amount of water within the solid
matrix. Without this regulation, the diffusion processes governed by nc_vois would
lead rapidly to the saturation of all sites in the liquid network within the glass. The
parameter srempt sets the maximum percentage of sites in the liquid network that
can be occupied by water molecules, specifically those not part of the main solution.

The probability of a water molecule jumping within the liquid network is linked
to the value of (srempt−srempli)/srempt, where srempli denotes the current percentage
of sites occupied by water molecules. When the maximum capacity for water occu-
pancy is reached, the jump probability becomes zero, preventing any additional wa-
ter molecules from the main solution from diffusing into the liquid network. How-
ever, water molecules will continue to diffuse deeper into the network, which re-
duces srempli (as srempli reflects the concentration of water molecules in the liquid
network, and the volume they occupy increases in this process). This reduction al-
lows the diffusion of water molecules from the main solution to resume.

In practice, a steady state is achieved after several thousand steps. Without a limit
on the number of water molecules in the liquid network, saturation would occur
rapidly, which is not physically realistic. Thus, the parameter srempt is consistently
maintained at 10% throughout all calculations.

The study concerning the gelmaturationwas studied by splitting theMonte-Carlo
simulations into two parts. A first calculation concerns creating the alteration gel,
taking into account all the mechanisms mentioned in this section. The second calcu-
lations comprised in this study concerns specifically the ripening of the alteration
gel by simulating the migration of vacancies on the solid network. The other mech-
anisms (water diffusion [nc_vois], hydrolysis [wbreak] and redeposition [wred]) are
not considered during the simulation of the gel ripening.

3.3 Results
3.3.1 Glass – solution interface
Tuning of parameter using experiments. A systematic series of calculations was
conducted to optimize the parameters wbreak, wred, and nc_vois, aiming to best repli-
cate the experimental data from previous studies on the glasses [53].

The simulation used a box size of 1,755,000 sites, arranged in a grid of dimensions
30 × 30 × 1950 for the solid network. This network consisted of 1,059,980 Si atoms,
190,418 Al atoms, and 504,602 B atoms. The total simulation box size, including
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the liquid phase, was 30 × 30 × 2000, with the last 50 layers reserved for the initial
solution. The glass–water interfacewas initially positioned atZ = 1950, and periodic
boundary conditions were applied along the X and Y axes.

Each Monte-Carlo simulation was performed for 106steps (sometimes less due to
unexpected shutdowns of the computing cluster), with the Z-axis defined as per-
pendicular to the solid–solution interface.

The best fit to experimental data for SBNA6 was achieved using the following
parameter set:

• wbreak = 0.003,

• wred = 0.42,

• nc_vois = 16.

The parameter wred = 0.42 represents the redeposition probability of Si or Al
atoms, calculated as a function of the Si or Al solution concentration CX (𝑝𝑟𝑒𝑑𝑒𝑝 =

𝑤𝑟𝑒𝑑 ∗ 𝐶𝑥). The parameter nc_vois = 16 indicates that water diffusion loops were
executed 16 times more frequently than other mechanisms, which was critical to
accurately reproduce the experimental release of B into the solution.
Comparison with Experimental Data. Figure 3.11 compares the amounts of Si and
B released into solution as a function of the square root of time for both the simula-
tion and the experiment. While the simulation accurately replicates the experimen-
tal Si release over time, saturation occurs more rapidly in the Monte-Carlo calcula-
tions. The initial slope of B release is well reproduced, but the simulation does not
reflect the nonlinearities observed in the experimental data, which could potentially
be attributed to measurement uncertainties . Due to computational constraints, the
simulation was limited to 106 steps, which prevented the simulation of the entirety
of the experimental curve.

At steady state, the final concentrations of Si and Al in the solution, expressed as
percentages of sites, were found to be 0.11% and 0.02%, respectively. To establish a
time equivalence between Monte-Carlo steps and real time, the number of Monte-
Carlo steps required to reach Si saturation was determined to be 120,000 steps, cor-
responding to 191.8 hours experimentally. This results in a time conversion factor
of 5.75 seconds per Monte-Carlo step.
Depth Profiles of Si+Al and Cross-Linking. Figure 3.12 presents the profiles of
the Si+Al concentration and the degree of cross-linking (percentage of closed bonds
between Si, Al, and B atoms) as functions of depth within the alteration gel. These
profiles were calculated layer by layer on the solid network, where each layer cor-
responds to a plane of 30 × 30 sites containing a maximum of 1800 closed bonds.
The depth was converted to Angstroms, assuming a layer spacing of 3.5 Å.
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Figure 3.11: Equivalent thicknesses determined from the quantities of (a) Si and (b) B dis-
solved into solution for glass SBNA6, using the parameters 𝑤break = 0.003,
𝑤red = 0.42, and nc_vois = 16. The results from the Monte Carlo simulation
are shown in blue, while the experimental data are represented in orange.

When we look at the reference parameter set (the orange curves), the simulation
showed that a steady state was reached for water diffusion within the gel, as the
degree of cross-linking remained constant throughout the glass. However, at the
gel–solution interface, an outer layer enriched in Si+Al was observed, correspond-
ing to a peak in the degree of cross-linking. This compact zone, formed through a
combination of hydrolysis and redeposition mechanisms, is shown in Figure 3.13.
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Figure 3.12: Monte Carlo simulations for glass SBNA6, examining the Si+Al concentration
and cross-linking degree at the gel–solution interface. Parameters were set with
nc_vois = 16. Monte Carlo timesteps: 778 500 (wbreak = 0.0015), 1 000 000
(wbreak = 0.003), and 635 100 (wbreak = 0.004).
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Figure 3.13: Monte-Carlo simulations were conducted for the glass SBNA6, focusing on the
morphologies of alteration gels formed outside the gel under varying parame-
ter conditions. In these simulations, silicon (Si) is represented in yellow, water
molecules occupying vacancies within the solid network are shown in red, and
water molecules from the primary solution are depicted in gray. The simula-
tions correspond to different Monte-Carlo timesteps and parameter settings:
778,500 timesteps with wbreak = 0.0015, 1,000,000 timesteps with wbreak =
0.003, and 635,100 timesteps with wbreak = 0.004.
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In this Figure 3.13, water molecules in the main solution are depicted in gray,
while water molecules trapped in vacancies within the solid network are shown in
red. Morphological differences in the gel structure under different parameter set-
tings are also displayed andwill be discussed in subsequent sections. It is important
to note that the width of dense layer decreases with increase in wbreak.
SBNA4 Glass: Optimal Parameters. For glass SBNA4, the optimal parameter set
was found to be:

• wbreak = 0.0035,

• wred = 0.3,

• nc_vois = 16.

Figure 3.14 compares the equivalent thicknesses of Si and B released into solution
between the experimental and Monte-Carlo data for this parameter set. The Monte-
Carlo time step for SBNA4glass corresponds to 0.775 seconds. Similar to SBNA6, the
simulation for SBNA4 showed a slightly faster attainment of steady-state Si release
compared to the experiment. However, the slope of B release was closely matched
to the experimental curve.

At steady state, the final concentrations of Si and Al in the solution, expressed as
percentages of sites, were 0.20% and 0.025%, respectively.

Figure 3.15 illustrates the profiles of the Si+Al concentration and the degree of
cross-linking at the gel–solution interface. Similar to SBNA6, a Si+Al-enriched outer
layer with a peak in cross-linking was observed. A series of calculations were then
conducted to test the role of the parameters wbreak and wred on both the SBNA6,
SBNA4 and SBNA3.5 glasses, using the same parameter sets to highlight the influ-
ence of glass composition, which will be explored in coming sections.

This denser layer forms due to the interplay between hydrolysis and redeposition
mechanisms and is visualized in Figure 3.16, along with alternative gel morpholo-
gies obtained under different parameter settings.
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Figure 3.14: Equivalent thicknesses derived from the quantities of Si and B dissolved into
solution for glass SBNA4, using the parameters wbreak = 0.0035 , wred = 0.3
, and nc_vois = 16. The Monte Carlo simulation results are shown in blue,
while the experimental data are represented in orange.
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Figure 3.15: The Monte-Carlo simulations for the glass SBNA4 are illustrated with two pro-
files: the top profile shows the concentration of Si+Al at the interface between
the gel and the solution, while the bottom profile depicts the degree of cross-
linking, indicating the percentage of closed bonds in each layer parallel to the
glass-solution interface. Various scenarios with different parameter settings
are presented, as detailed in the accompanying text, with each calculation per-
formed over 1,000,000 Monte-Carlo timesteps.
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Figure 3.16: The Monte-Carlo simulations for the glass SBNA4 reveal the morphologies of
alteration gels formed outside the gel under various parameter settings. In
these simulations, Si is represented in yellow, water molecules occupying the
vacancies within the solid network are shown in red, and water molecules from
the main solution are depicted in gray. Each calculation is conducted over
1,000,000 Monte-Carlo timesteps.
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Differences in Parameter Tuning: SBNA6 vs SBNA4. To reproduce the experimen-
tal results for SBNA4, it was necessary to increase wbreak (enhancing hydrolysis) and
decrease wred (reducing redeposition). This adjustment increased the amount of Si
released into solution relatively to the redeposition mechanism, bringing the simu-
lation closer to experimental observations. Furthermore, the shorter Monte-Carlo
time step for SBNA4 compared to SBNA6 resulted in a closer match between the
simulated and experimental B release curves.

Figure 3.17: The equivalent thicknesses for SBNA6 glass, derived from the amounts of Si
and B released into the solution, are presented as a function of the time step
number for various wbreak values. In all calculations, wred = 0.42, and
nc_vois is maintained at 16.

Parametric Study . To better understand the effects of the parameters wbreak and
wred, systematic variations were performed around the reference values obtained
for SBNA6 glass.
Effect of wbreak on SBNA6 Glass. For SBNA6, wbreak was varied between 0.0015
and 0.004, while wred and nc_vois were held constant at 0.42 and 16, respectively. As
shown in Figure 3.17, increasing wbreak resulted in accelerated hydrolysis, leading
to greater amounts of Si being released into the solution. At steady state, the final
concentrations of Si (Al), expressed as percentages of sites, were:

• 0.032% (0.005%) for wbreak = 0.0015,
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• 0.11% (0.02%) for wbreak = 0.003,

• 0.17% (0.031%) for wbreak = 0.004.

The profiles of Si+Al concentration and cross-linking (Figure 3.12) demonstrated
that the height of the Si+Al peak at the gel–solution interface decreased with in-
creasing wbreak, indicating reduced outer layer enrichment. Increase in wbreak dis-
favours the formation of a layer enriched in Si+Al.
Effect of wbreak on SBNA4 Glass. For SBNA4, wbreak was varied between 0.0015
and 0.004, with wred = 0.42 and nc_vois = 16. At higher wbreak values, peaks of Si
release were observed (Figure 3.18), corresponding to intermittent cluster hydrol-
ysis. These peaks were caused by the formation of a poorly adherent outer layer,
characterized by high interface roughness. This layer, weakly connected to the un-
derlying solid, readily transformed into isolated clusters upon dissolution. Figure
19 points out the fact that there is a very small modification of the B equivalent
thickness because it mainly depends on water diffusion and not and the hydrolysis
or redeposition rates.
Effect of wred on SBNA4 glass. Figure 3.19 shows the equivalent thicknesses for
SBNA4 glass measured from the quantities of Si and B released as a function of time
steps across variousMonte-Carlo simulations. Here, the parameterwredwas varied
between 0.1 and 0.3, while the parameters wbreak and nc_vois were held constant
at 0.0035 and 16, respectively.

The data presented in Figure 3.19 indicate howvariations inwred affect the release
dynamics of Si and B fromSBNA4 glass. Bymaintaining a fixedwbreak, the analysis
highlights the sensitivity of the alteration process to changes in wred.

As wred decreases, indicating a lower rate of redeposition onto the gel surface,
there is a notable rise in the amounts of Si and B released into the solution (see
Figure 3.19). This outcome was anticipated since reduced redeposition increasingly
offsets hydrolysis. Additionally, with a decrease in wred, the Si+Al-enriched outer
layer becomes less pronounced (Figure 3.15). Figure 3.16 displays a morphology of
the gels.

At steady state, the final concentrations of Si (Al) in solution for various wbreak
values were:

• 0.036% (0.004%) for wbreak = 0.0015,

• 0.208% (0.026%) for wbreak = 0.004.

Figure 3.19 and Figure 3.18 points out that the equivalent thickness of B undergoes
only a slight change, as it is primarily influenced by water diffusion rather than the
rates of hydrolysis or redeposition for both SBNA4 and SBNA6.
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Figure 3.18: For SBNA4 glass, the equivalent thicknesses, determined from the amounts of
Si and B released into the solution, are analyzed as a function of the time step
number for different wbreak values. All calculations assume wred = 0.42 and
nc_vois = 16.

Through a parametric study involving the variation of wbreak, we observed that
the Si+Al-enriched outer layer completely vanished at wbreak = 0.004, giving rise
to a highly porous zone. This finding is corroborated by Figure 3.20. Additionally,
the gel morphology presented for various wbreak values reveals the emergence of
a highly porous zone(for wbreak=0.004 and wred=0.42), as depicted in Figure 3.21.

We finally underline that a dense layer enriched in Si and Al can form when hy-
drolysis proceeds at a moderate rate. Additionally, an increased hydrolysis rate
alters the switch the nature of dissolution to cluster-based alteration. Notably, the
rates of hydrolysis and redeposition have a minimal impact on the release of B.
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Figure 3.19: Equivalent thicknesses calculated from the quantities of Si and B released into
solution for SBNA4 glass as a function of the number of time steps for different
wred values. In all calculations, wbreak=0.0035 and ncvois=16.
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Figure 3.20: Monte-Carlo simulations for SBNA4 glass are presented. The top graph illus-
trates the Si+Al concentration profile at the gel-solution interface, while the
bottom graph depicts the cross-linking degree, expressed as the percentage of
closed bonds in each layer parallel to the interface. Multiple cases with different
parameter settings are included (refer to the text for details). The simulations
are conducted with wred = 0.42 and nc_vois = 16, using 1,000,000 Monte-
Carlo timesteps per calculation.
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Figure 3.21: Monte-Carlo simulations for glass SBNA4. Morphologies of alteration gels
formed outside the gel for different parameter settings. The calculations are
performed with wred = 0.42 and nc_vois = 16. Si: yellow, water molecules in
the vacancies of the solid network: red, water molecules from the main solution:
grey. The number of Monte-Carlo timesteps is set to 1000 000 for each calcu-
lation.

Parametric study of SBNA3.5. Figure 3.22 provides a comprehensive view of the
equivalent thicknesses calculated from the quantities of silicon (Si) and boron (B)
released into solution over various time steps inMonte-Carlo simulations performed
on SBNA3.5 glass. In these simulations, the parameter wbreak was varied between
0.0005 and 0.004, allowing for an exploration of the impact of this variable on the
alteration behavior of the glass. The constants wred and nc_vois were maintained
at 0.42 and 16, respectively, ensuring that the focus remained on the influence of
wbreak.

The results reveal a notable trend: as wbreak exceeds 0.0035, there is a significant
increase in the number of released clusters. This finding suggests a lower thresh-
old for cluster release in SBNA3.5 glass compared to SBNA4 glass, indicating that
the composition of the glass plays a crucial role in its alteration behavior. Such in-
sights could help for understanding the long-term stability and durability of glass
materials in various environmental conditions.
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Figure 3.22: Equivalent thicknesses calculated based on the quantities of Si and B released
into solution for SBNA3.5 glass as a function of the number of time steps for
varying wbreak values. In all simulations, wred=0.42 and ncvois=16.
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There is an intricate interplay between the glass composition and the parameters
governing its alteration behavior. To conclude, the processes occurring at the glass-
solution interface reveal several key insights. When hydrolysis proceeds at a moder-
ate pace, it allows for the formation of a dense outer layer enriched in silicon (Si) and
aluminum (Al), which can influence the glass's stability and reactivity. However,
as the hydrolysis rate increases, the alteration behavior shifts significantly, with
degradation occurring in clusters rather than uniformly, reflecting a more aggres-
sive breakdown of the material. Notably, the rates of hydrolysis and redeposition
appear to have minimal impact on the release of boron (B), suggesting that other
factors may predominantly govern its behavior in this context.

3.3.2 Gel ripening
Preparation of the initial gel structure. The gel maturation simulations involve
two successive steps. The first simulation consists in using the Monte-Carlo algo-
rithm with all the mechanisms (see method section)[156] to reproduce the asymp-
totic release of Si and B in solution in order to obtain initial configurations of altered
glasses to simulate gel ripening. As mentioned in the previous section with the cur-
rent Monte-Carlo code [156], various combinations of the parameters wbreak, wred,
and nc_vois were systematically tested across a wide range of values to determine
the optimal set that accurately replicates the experimental release of Si and B in the
solution for the glasses considered in this study[156]. The simulation was a box con-
taining 1755000 sites arranged in a 1950×30×30 grid representing the solid network.
This box was composed of 1059980 Si, 190 418Al, and 504 602 B atoms, representing
the SBNA4 composition. A total of 2×106 simulation steps were executed. The over-
all box size, encompassing both solid and liquid components, was 2000×30×30 sites,
with the solution initially occupying the last 50 layers on one end. The glass–water
interface was initially a flat plane perpendicular to the 𝑧 axis. Periodic boundary
conditions were enforced along the 𝑥 and 𝑦 axes.

In previous works[156], we found that one set of parameters that reproduced the
asymptotic release of both boron and silicon was wbreak = 0.0035, wred = 0.3, and
nc_vois = 16 for the glass SBNA4. We reused this set of parameter for the simulations
discussed here. A total of 2x106 simulation steps were executed in order to obtain
one alteration gel used hereafter to simulate the ripening (discussed in next section)
by applying the vacancy migration mechanisms.

Parametric study of gel ripening. The second part of the Monte-Carlo calculation
consists in applying only the vacancy migration mechanisms on the alteration gel
prepared by the first calculation in order to reproduce the ripening of gel morphol-
ogy. The gel obtained at the end of the first calculation is maturated using the two
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probabilities wvacan1 (which disfavours pore growth) and wvacan2(which favours
pore growth). The wvacan1 values have been tested between 10 and 100 and wva-
can2 has been tested for values between 400 and 900. The simulations were carried
out for 2×105 simulation steps.

The effect of the values used for wvacan1 and wvacan2 are shown in Figure 3.23,
which shows snapshots of gel simulated byMonte-Carlo for 100kMonte-Carlo steps
using different values for these parameters. A small increase in the values of wva-
can1 leads to a decrease of the formation of vacancy clusters. This is apparent when
wvacan1 is varied while keeping wvacan2 constant. According to Figure 3.23 (b)
and (c), a smaller value for wvacan1 results in increased clustering of vacancies and
the formation of larger pores.

In Figure 3.23, a noticeable concentration of vacancies appears in the region of the
gel adjacent to the solution (on the interface of gel and solution). This distribution
is partly attributed to the asymmetry of the Monte Carlo network employed in the
simulations. Specifically, to accurately reflect the differing coordination numbers of
Si, Al, and B atoms in the initial configuration, edgeswere selectively removed along
the 𝑥- and 𝑦-axes, but not along the 𝑧-axis (see the Monte Carlo grid described in
previous studies [156]). As a result, vacancy jumps occur more frequently along the
𝑧-axis than in the perpendicular directions. Moreover, the initial alteration gel used
in the ripening calculation already contained a vacancy-enriched region near the gel-
solution interface. This pre-existing zone may serve as an attractor for additional
vacancies, leading to a gel morphology that progressively evolves toward greater
asymmetry over time.

In the remaining of the text, in order to avoid this bias, we analyze only the inner
portions of the alteration gels.

Figure 3.24 shows cumulated distributions of pore sizes at different steps during
ripening. Eachmorphology of the alteration gelswas analyzed using the Zeo++ soft-
ware [158], [159], [160], [161] with a probe radius of 1 Å. We observe a stabilization
of the cumulated distributions for both cases. Figure 3.24 (a) shows the cumulative
distribution for wvacan1 = 50 and wvacan2 = 600, and Figure 3.24 (b) for wvacan1 =
100 and wvacan2 = 600. In order to enhance pore growth, we need to increase wva-
can2 relative to wvacan1. The presence of some large pores already at the first step
is partly an artifact, originating from the effect of surface pores in the analysis.
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Figure 3.23: Morphologies of gels for different parameter settings. Glass: brown, water
molecules in the vacancies of the solid network: red. The number of Monte-
Carlo steps is set to 100000 for each calculation. (a) initial unmatured gel
structure (b) MC structure for wvacan1= 50 and wvacan2 = 600 (c) MC struc-
ture for wvacan1 = 100 and wvacan2 =600



3. Monte-Carlo Modeling 117

(a) Distribution for 𝑤vacan1, 2 = 50, 600

(b) Distribution for 𝑤vacan1, 2 = 100, 600

Figure 3.24: Cumulated distributions of pore sizes at different steps during the ripening.
(a) Distribution for 𝑤vacan1, 2 = 50, 600. (b) Distribution for 𝑤vacan1, 2 =
100, 600.
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Figure 3.25 shows the SAXS profiles calculated from the MC structures after dif-
ferent maturation times. The structure factors of the simulated 3D corrosion layers
were calculated with a view comparing to the SAXS experiments. It can be com-
puted for solid (S) sites. where nS is the number of samples andNS the total number
of solid sites in the sample. The SAXS absolute intensity was calculated using the
equation 3.6 and equation 3.7:

𝐼(𝑞) = 𝑏2(𝜌𝑠 − 𝜌𝑤)𝑎3𝐹(𝑞𝑠) (3.6)

𝐹(𝑞𝑠) = 1
𝑛𝑠

𝑛𝑠∑
𝑛=1

1
𝑁𝑠


[∑
𝑖∈𝑆

cos(𝑞𝑠 · 𝑟)
]2

+
[∑
𝑖∈𝑆

sin(𝑞𝑠 · 𝑟)
]2 (3.7)

Where qs=qa and a=0.35 corresponds to the Si-O distance and 𝐹
(
𝑞𝑠

)
is the struc-

ture factor calculated for the solid sites [56]. Structure factor is averaged over about
1000 samples by choosing randomly the orientation of one module of vector qs.
More details on the method is mentioned in previous works [56]. To have a ref-
erence corresponding to the initial structure before any alteration, the SAXS profile
has been also calculated on the grid totally filled with atoms. We see the evolution
of bigger pores and we observe that the scattering intensity of these structures at
different duration.

Figure 3.25 gives the numerical scattering curves for five simulation times. The
results are in agreement with the experimental trend (mentioned in the experimen-
tal section regarding the SBNA glasses) regarding the evolution of the SAXS profile
(I(q)xq2 vs q) . Figure 3.25 shows the initial gel structure in blue, as well as the struc-
ture after 15k, 50k, 100k and 200kmaturation steps. The SAXS profile of gel matured
at 100k and 200k is similar. The gel reaches the plateau at 0.2 Ang-1 for the initial
gel structure, as the gel maturates the plateau shifts to 0.4 Ang-1. The position of
the plateau is around the similar value as observed in the works of Cailleteau [56].
The SAXS profile fails to follow the Porod’s law regime (linear correlation with q-4

behavior) [139], [140] although it is observed that as the gel structure maturates, it
tends to closer to follow the Porod’s law regime. This is due to the fact that the pores
are not perfectly spherical since there is a bias of vacancy migration along the z axis.
The SAXS profile points out the pore saturation as the difference between the SAXS
profile for 100k and 200k Monte-Carlo steps.

We conducted a parametric study to differentiate the roles of the parameters wva-
can1 and wvacan2 in controlling gel maturation. Figure 3.26 shows the median pore
size as a function of time, which provides a representative measure of the distribu-
tion of pore sizes. The median pore size was chosen as the parameter because it is
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Figure 3.25: SAXS profiles comparing the initial gel matured during Monte-Carlo gel sim-
ulations of 15k, 50k, 100k and 200k maturation steps.

less influenced by extreme values compared to the mean, making it a robust metric
for characterizing pore structures. The characteristic time, fitted from the median
pore size distribution using the profile 𝑎 + 𝑏𝑒−𝑡/𝜏, reveals the characteristic time (in
terms of Monte Carlo steps) required to reach maturation. Figure 3.26(a) highlights
the effect of a change of wvacan2 while keeping wvacan1 constant, The characteris-
tic time 𝜏 increases when wvacan2 decreases from around 17000 to 55000 MC steps
when wvacan2 is varied from 900 to 600 while wvacan1 is kept at a constant value
of 50. Figure 3.26(b) represents the variation of wvacan1 when wvacan2 is kept con-
stant. Even the slightest increase of wvacan1 leads to the increase of characteristic
timewhich varies from19000 to 42000MCstepswhenwvacan1 is varied from50 to 90
keeping wvacan2 constant at 900. Increasing wvacan1 also leads to a decrease of the fi-
nal equilibrated pore size after maturation. Although the gel morphology depicted
in the Figure 3.23 makes it challenging to definitively assess channel connectivity,
this loss of connection can be interpreted by analogy with the observed reduction in
interconnectedness. The initial configuration of the Monte-Carlo structure contains
lowmedian pore size (analogous to possibly higher connected channels). When the
averaged pore size increases, it leads to the analogy of losing channels (since the
total porosity is constant). In terms of gel maturation, we can assign the role of Al
as high value of wvacan1 or low value of wvacan2. In order to favor the growth of
pores the role of wvacan2 is crucial. There has been attempt to quantify the channel
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size with Zeo++ but it hasn’t led to a conclusive result. One reason for this can pos-
sibly be that due to the irregular shape of pores, it is harder to distinguish between
a pore and a channel. There has been an attenmt in the coming section to explore
the channel size of the final maturated structure by finiding an appropriate cutoff to
separate the big clusters to get a rough estimation of the channel size.

Figure 3.26: Median pore size from Monte Carlo simulations as a function of maturation
steps: (a) constant wvacan1, varying wvacan2; (b) constant wvacan2, varying
wvacan1.

Analysis of the channels of gel structures. To distinguish between compact pores
andnarrow connecting channels, weperformed a cluster connectivity analysis based
on a nearest-neighbor criterion. Vacancies were placed on a 3.5 Å grid, and connec-
tivity between them was defined by first and second nearest neighbors. A cluster
was considered valid only if each vacancy had a minimum number of neighbor-
ing vacancies, allowing us to tune a cutoff to differentiate high-density pores from
sparsely connected channels. To illustrate the conceptual role of the cutoff, Fig-
ure 3.28a schematically shows how connections are progressively removed as the
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cutoff increases: at low cutoffs, tenuous links are preserved, while at high cutoffs
only compact clusters remain.

Figure 3.27: Monte-Carlo structure of SBNA4 maturated at 200K MC steps.

We applied this method to a matured Monte Carlo–generated gel structure ob-
tained after complete boron leaching and subsequent evolution over 200,000 steps.
This configuration corresponds to a fully altered gel stabilized by vacancymigration,
where pore saturation has been reached. In this matured structure, we observed a
highly connected porous network, with the largest vacancy cluster extending up to
5844 lattice units in the 𝑧-direction, indicating long-range percolation. Figure 3.28
summarizes the analysis: as the cutoff increases, the length of the largest connected
cluster decreases sharply. Beyond 12 neighbors, the percolation network collapses
and only small, disconnected clusters remain.
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(a) (a)

(b) (b)

Figure 3.28: Cluster properties as a function of nearest-neighbor cutoff: (a) number of clus-
ters vs. cutoff, (b) cluster length in the 𝑧 direction vs. cutoff.
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The length of the largest connected cluster in the 𝑧-direction as a function of the
nearest-neighbor cutoff shows a rapid drop beyond a cutoff of 12 neighbors, marking
the disintegration of continuous channel networks.

To estimate the physical size of the narrowest connections that still percolate, we
take the critical threshold to be 𝑛 = 12 neighboring vacancies on a cubic grid of
spacing 𝑎 = 3.5 Å. The bottleneck volume is then

𝑉bottle = 𝑛 𝑎3 = 12 × (3.5 Å)3 = 514.5 Å3.

Assuming a spherical equivalent, the effective diameter is

𝑑 =

(
6𝑉bottle

𝜋

)1/3

≈ 9.94 Å (≈ 10 Å).

Thus, the narrowest channel bottlenecks that still maintain connectivity have an ef-
fective diameter of about 10 Å, providing a useful characteristic dimension for link-
ing structure to diffusivity or transport in the gel.

3.4 Discussion
What chemical interactions andmorphological transformations occur at the glass–
solution interface, and how are these processes connected to the kinetics of alter-
ation observed in experimental studies?

Monte-Carlo simulations on aluminoborosilicate glasses, SBNA3.5, SBNA4, and
SBNA6 reveal two distinct alteration behaviors, governed by glass composition and
the hydrolysis rate at the gel-solution interface. At low hydrolysis rates, sufficient
time is available for the formation of a dense, external layer enriched in Si and Al.
However, as the hydrolysis rate increases, dissolution occurs primarily through the
release of clusters, preventing the formation of such an enriched layer.

For a constant redepositionparameter (wred), increasing the hydrolysis rate (wbreak)
leads to a shift in alteration behavior for all three glasses studied—SBNA3.5, SBNA4,
and SBNA6—though at different thresholds. This threshold is influenced by the
combined quantity of B2O3 and Na2O: the higher this quantity, the lower the thresh-
old.

A possible explanation is that as B2O3 and Na2O content increases, the glass-
solution interface becomes rougher due to the higher concentration of soluble el-
ements. This increasing irregularity hinders the formation of a Si- and Al-enriched
external layer through redeposition mechanisms.

Experimentally, two distinct alteration behaviors are observed. In glasses with
low Al content, rapid glass dissolution occurs, followed by silica precipitation at
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the surface, leading to a sharp decrease in the alteration rate. Conversely, in glasses
with higher Al content, the dissolution rate is lower, and the alteration layer forms
through in-situ dissolution and recondensation mechanisms.

Previous studies [52] highlights the differing alteration behaviors of a ternary
borosilicate glass (CJ1) and its Al2O3-doped counterpart (CJ2, with 4.1mol%Al2O3).
In CJ1 (Al-free), the alteration mechanism is primarily governed by dissolution and
precipitation at the glass-solution interface. In contrast, in CJ2 (Al-enriched), alter-
ation is dominated by local structural reorganization.

Although the current Monte-Carlo model is too simplified to fully capture precip-
itationmechanisms or in-situ dissolution and recondensation, it is tempting to draw
parallels between the Monte-Carlo results and experimental observations. Modify-
ing the hydrolysis rate inMonte-Carlo simulations can be seen as an analog for vary-
ing the Al2O3 content: a low hydrolysis rate corresponds to glasses with high Al2O3

content, while a high hydrolysis rate represents glasses with low Al2O3 content.
This interplay can be associated with alterationmechanisms observed experimen-

tally.
Glasses with low Al2O3 content: Dissolution and Precipitation
Glasses with lowAl2O3 content exhibit a fast dissolution rate, followed by a rapid

decrease in alteration rate due to silica precipitation at the glass surface.
While the Monte Carlo calculations do not directly simulate this process, they of-

fer the following interpretation: a low Al2O3 content corresponds to a high hydroly-
sis rate, i.e., large wbreak values. In this case, the release rate and surface roughness
are so significant that the formation of an external Si- andAl-enriched layer becomes
impossible. The resulting surface irregularity leads to alteration via cluster release,
which could represent the initial stage of silica precipitation at the glass–solution
interface, as observed experimentally due to a rapid increase in dissolved Si concen-
tration.

Currently, Monte Carlo simulations do not account for silica precipitation, as this
mechanism is not implemented. However, the cluster-based alteration behavior ob-
served in simulations may also explain the experimental behavior of glasses with
low Al2O3 content: the rapid release of elements creates a rough glass–solution in-
terface, preventing the formation of a passivating layer through local reorganization.
As a result, silica precipitation at the interface becomes the dominant mechanism.

Glasses with higher Al2O3 content: in-situ reorganization
In contrast, glasses with higher Al2O3 content do not exhibit silica precipitation

at the glass-solution interface. Instead, a passivating alteration gel forms through
in-situ dissolution and recondensation mechanisms. The initial alteration rate for
these glasses is lower than that of glasses with low Al2O3 content.



3. Monte-Carlo Modeling 125

This behavior can be paralleled with Monte-Carlo calculations using a lower hy-
drolysis rate (wbreak). In these simulations, alteration occurs atom by atom, allow-
ing the formation of a dense, external layer enriched in Si and Al. Since the surface
remains relatively smooth, redeposition mechanisms can progressively “plug the
holes.”

Although the Monte Carlo model does not explicitly simulate in-situ dissolution
and recondensation, it indirectly represents this process through the stepwise dis-
solution and redeposition of individual atoms at the glass-solution interface.

Based on these simulations, it is suspected that the in-situ reorganization mech-
anisms observed experimentally are favored by a low hydrolysis rate and a more
uniform glass-solution interface.

Is it possible to establish an interplay between the parameters controlling the
gel characteristics?

Two parameters are related to the physical processes associated with Ostwald
ripening. The parameter wvacan1, which promotes the separation of vacancies, can
be seen as a representation of the diffusion of individual vacancies. The parameter
wvacan2, which promotes the clustering of vacancies, can be linked to the surface
tension of pores, whose minimization leads to the growth of spherical pores. The
values of these two parameters are currently chosen empirically due to a lack of
sufficient knowledge to adjust them based on physical values.

Whatever the values of wvacan1 and wvacan2, the median pore size evolved with
Monte-Carlo steps until a stationary state where the pore morphology no longer
changes aswe can see fromboth the cumulative distributions (Figure 3.25) and SAXS
profiles (Figure 3.25). The balance between the values of wvacan1 and wvacan2 con-
trols the pore growth. The increase in the value of wvacan1 introduces a delay in
the growth of pores and the increase in the value of wvacan2 leads to decrease the
characteristic time necessary to reach a stationary state.

How does the MC gel structure evolve over time, and how can this be related
to diffusion processes and experimental observations (SAXS, TEM) to explain
alteration kinetics?

The reorganization of porosity within the gel network happens in such a way that
the connectivity between the pores is rapidly lost. This conclusion comes from the
fact that the total porosity is constant and the growing of the average pore size will
eventually induce a reduction of the pathways connecting the pores. We even ob-
serve that at no point do well-defined channels connecting the pores to each other
exist. This observation, although currently visual, stems from the fact that the avail-
able free volume is not sufficient to allow the coexistence of both channels and pores.
Larger quantities of soluble elements, particularly boron, would be necessary to fur-
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ther open up the gel morphology.
A quantitative channel analysis reveals confined channels approximately 10 Å in

diameter, which is similar to the∼1 nm size reported in experimental studies [58] for
ISG glasses. Since there are no continuous channels connecting the pores, the only
viable pathway for boron diffusion is through the gel skeleton. This observation
explains the low boron diffusion coefficients (on the order of 10−19 to 10−20 m2/s)
seen in SBNA glasses.

Such low diffusivity suggests a solid-state diffusion mechanism occurring within
the cross-linked gel network. Over time, boron atoms do not diffuse through inter-
connecting channels between pores, but rather migrate through a gel structure that
is slowly relaxing. The precise cause of the gradual slowing down of boron diffu-
sion through the alteration gel is not yet fully understood, but is likely related to the
reorganization mechanisms of the reticulated gel network.

What mechanisms influence the restructuring of gel, particularly in relation to
the role of aluminum (Al) in glass?

As mentioned in the Experimental section, the experimental trend highlights the
key role of Al in controlling the restructuring of the gel, which in turn impacts the
residual alteration rate of the glass, consistent with previous studies [53], [56]. The
characteristic time 𝜏 for SBNA1 is notably shorter than that of both SBNA4 and
SBNA6. It is essential to clarify that the characteristic time referenced here differs
from the saturation time of pores discussed in the results section. In this context, 𝜏
pertains to the transition between the initial and residual alteration regimes. This
valuewas derived from long-duration experiments, utilizing a fitting function of the
form 𝑁𝐿𝐵(𝑡) = 𝑎+𝑏 · 𝑒−𝑡/𝜏 to analyze the normalized boronmass loss, as mentioned
in the experimental section. The presence of aluminum as a second neighbor to sili-
con has a dual effect on the Si-O bonds. On one hand, it increases the energy barrier
required to break these bonds, thereby enhancing the strength of the silicon network.
On the other hand, it reduces the energy barrier for reforming Si-O bonds, facilitat-
ing the reformation of the silica network [38], [53]. During the transition from the
initial dissolution rate to the residual rate, the alteration gel skeleton becomes more
passivating, and the transition rate depends on the Al content. The glass with the
least Al content (SBNA1) matures faster than those with higher Al contents (SBNA4
and SBNA6).

In the current simulation, we do not implement the composition effect directly,
in particular the impact of Al content. In order to simulate the role of Al using the
currentMonte-Carlo code, we rely on the interplay between the parameters wvacan1
and wvacan2. We can vary the relative values of wvacan1 and wvacan2 while keeping
a constant ratio. In Figure 3.29, the blue and orange curves correspond to constant
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Figure 3.29: Median pore size versus the number of Monte-Carlo steps for wva-
can2/wvacan1 ratios equal to 30 and 20.

ratio of wvacan2/wvacan1 = 30 and red and green curves correspond to a constant
ratio wvacan2/wvacan1 = 20. For a given ratio, we reach the same plateau of median
pore size but with different characteristic times. The characteristic time is extracted
by fitting the function

𝑎 + 𝑏 · 𝑒− 𝑡
𝜏

on the median pore size change versus time. On the contrary, when the wvacan2
wvacan1 ratio

decreases, the height of the final plateau increases.
This behavior can be explained by the competition between twomechanisms. When

wvacan2 is high, the probability of vacancymigration is high, leading to a faster tran-
sition time because vacancies gather more quickly. However, if wvacan1 is very low
while wvacan2 remains high, the vacancies tend to gather locally rather than redis-
tribute broadly throughout the network. This results in a lower final median pore
size, despite the shorter transition time. This effect is demonstrated in Figure 3.30,
where different combinations of wvacan1 and wvacan2 lead to different balances be-
tween fast local clustering and long-range redistribution of vacancies.

It is interesting to link this observation to experimental results. Experimentally,
for SBNA1 and SBNA4, the average pore sizes converge to a similar value although
the maturation rates are different. This suggests some conclusions about the Ost-
wald ripening process in these glasses. The Ostwald ripening is driven by the hy-
drolysis and reformation reactions that lead to a progressive gathering of free vol-
ume to create growing pores [162]. This process is driven mostly at basic pH. The
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presence of Al can control the hydrolysis and reformation reactions and in conse-
quence the vacancy migration [38], [53]. On the other hand, the dynamics of pore
growth is also regulated by the surface energy of the pores, which tends tominimize
as the pores enlarge and decrease in number.

Figure 3.30: Median pore size versus the number of Monte-Carlo steps for wva-
can2/wvacan1 ratios equal to 30 and 20.

Although the mechanisms implemented in the Monte-Carlo method are a simpli-
fication of reality, it is interesting to note that in the SBNA1 and SBNA4 glasses, the
final average pore sizes are similar, which, from the Monte-Carlo approach, means
that the ratios between the wvacan1 and wvacan2 parameters are also close. The in-
crease in Al content in the SBNA4 glass compared to the SBNA1 glass induces a
greater rigidity in the gel reticulated network, which therefore takes a longer time
to become passivating. The vacancy migration dynamics are likely reduced, which
would correspond to a lower value of the wvacan1 parameter for a constant wvacan2
parameter. If the final pore size is similar between the SBNA1 and SBNA4 glasses, it
means that the ratio between the wvacan1 and wvacan2 parameters remains similar
between these two glasses. This would only be possible if the wvacan2 parameter
also decreases in the SBNA4 glass, meaning that the driving force for pore growth
through surface energy minimization is less effective. In other words, a weaker de-
pendence of the surface energy of the pores on their size in the SBNA4 glass com-
pared to the SBNA1 glass. It will be interesting to verify if this statement is true
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through complementary molecular modeling calculations in the future.
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Conclusion
The newly developed Monte–Carlo algorithm for modeling the alteration of
alumino–borosilicate glasses addresses the limitations of previous approaches
by explicitly enabling the simulation of water diffusion within the glass net-
work, in addition to the classical mechanisms of hydrolysis and redeposition.
This is achieved through the use of two shifted subnetworks: one hosting the
solid phase and the other the liquid phase. By incorporating a new diffusion
mechanism, the model reveals novel alteration behaviors that depend strongly
on the hydrolysis rate at the gel–solution interface.
At low hydrolysis rates, an external layer enriched in Si and Al gradually forms
at the interface during alteration. By contrast, at high hydrolysis rates, alter-
ation occurs predominantly through the release of clusters, preventing the de-
velopment of this enriched layer. Instead, a more porous and jagged outer
zone emerges. The glass composition also governs this transition: glasses
with higher B2O3 and Na2O contents undergo the switch from enriched-layer
formation to cluster release at lower hydrolysis rate thresholds. These re-
sults emphasize the role of interface morphology, controlled by both hydrol-
ysis/redeposition kinetics and glass composition, in dictating the formation of
protective outer layers.
The new Monte–Carlo algorithm also reproduces the maturation of the alter-
ation gel, enabling a closer comparison between simulation and experiment.
This improved capability provides insight into the connection between pore evo-
lution, transport properties, and alteration kinetics.
The difference in alteration behavior between SBNA1 (low-Al glass) and SBNA6
(high-Al glass) can be clarified by combining experimental observations and
Monte–Carlo simulations. Experimentally, boron diffusivity within the gel is
found to be extremely low, with a diffusion coefficient characteristic of solid-
state diffusion rather than transport through open aqueous channels. Simu-
lations provide a structural explanation for this observation: during gel mat-
uration, no large or percolating channels form, even at the earliest stages of
ripening. This limited connectivity between pores hinders long-range diffu-
sion and is consistent with the experimentally observed transport properties.
Finally, analysis of pore morphology suggests that the surface energy of the
pores, which may vary with glass composition, could further influence the ki-
netics of alteration.
Taken together, these insights highlight the interplay between solid-state diffu-
sion, pore evolution, and composition-dependent interfacial properties in con-
trolling the long-term alteration of alumino–borosilicate glasses.
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4.1 Introduction
Boron plays a critical role in glass alteration, particularly its behavior in nanopores
of the gel, which could influence the residual rate of the glass [52]. However, the
chemical reactivity and the transport property of boron in confined environments
remains poorly understood, making it critical for understanding transport processes
in gel.

Molecular dynamics (MD) simulations, when coupledwith appropriate interatomic
potentials, provide a powerful approach to explore these interactions (for example:
diffusionmechanisms) at the atomic level [82], [163]. Among various force fields, the
Diffusive Charge Reactive Potential (DCRP)—amodified version of the rigid-ionwa-
ter potential developed by Guillot and Guissani (GG)—stands out [164]. This poten-
tial was later enhanced by Mahadevan and Garofalini [125] to accurately reproduce
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the bulk properties of water, including its dissociation. The DCRP is particularly ef-
fective in modeling interactions between water and silicate-based materials, such as
glass-water interfaces and hydrated structures [126], [165]. Compared to other mod-
els, DCRP offers a significant advantage in computational efficiency, being approxi-
mately ten times faster than the ReaxFF potential—a bond-order-based reactive po-
tential that accounts for charge transfer and chemical reactions—while maintaining
comparable accuracy [126]. In contrast, more computationally demanding methods
like ReaxFF and density functional theory (DFT), which are ten and one hundred
times slower than DCRP, respectively, are limited by higher costs and smaller sys-
tem sizes. Consequently, DCRP enables the calculation of diffusion coefficients at
the necessary spatial and temporal scales [126].

In this chapter, I propose extending the DCRP force field to simulate boron's be-
havior in solutionwithin silica nanopores. Nanoporous silica is used here as amodel
of the alumino silicate alteration gel formed during glass alteration. The study will
emphasize examining the transport characteristics of boron, comparing its behav-
ior in an unconfined aqueous solution to its dynamics when restricted within the
confined environments of a simplified gel. This detailed analysis aims to uncover
how spatial confinement influences boron'smobility, diffusion rates, and interaction
with surrounding silica structures, providing insights into the physical and chemi-
cal processes that govern its behavior in these distinct settings. This investigation
tries to answer several key questions:

• What are the transport properties of boron in an unconfined aqueous solution?

• How do these properties change when boron is confined within a nanoporous
structure?

• Is there a relationship between boron’s transport in these confined spaces and the
observed deceleration in glass alteration rates?

To address these questions, the chapter begins with the refinement of boron inter-
actions in the DCRP framework using a force-matching approach. The refined po-
tential is then employed to simulate boron transport in both bulkwater andnanoporous
silica. Comparative analysis of these environments reveals how confinement affects
boron’s mobility and interactions, providing insight into its role in the deceleration
of glass alteration.

4.2 Methods
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4.2.1 Analytical form of the potentials
In this model, the total potential energy is expressed as the sum of two-body and
three-body contributions. The two-body interactions account for the Coulombic,
repulsive, and dispersive terms,

𝑈2body
𝑖 𝑗 = 𝑈Coulombic +𝑈Repulsive +𝑈Dispersive, (4.1)

while the three-body term introduces the angular dependence,𝑈3body
𝑖 𝑗𝑘 (𝑟𝑖 𝑗 , 𝑟𝑖𝑘 , 𝜃𝑖 𝑗𝑘).

Coulombic interactions are governed by both fixed and diffuse charges, as out-
lined in Equations 4.2–4.6. For each species 𝑖, a fixed charge 𝑞𝑖 and a diffuse charge
𝑞𝑑,𝑖 are defined, with the constraint that 𝑞𝑑𝑖 = −0.25 𝑞𝑖 . When considering two
atoms i and j separated by a distance 𝑟𝑖 𝑗 , the Coulombic interaction is described by
four distinct terms, each involving combinations of their fixed and diffuse charges.

The contribution of the diffuse charge to the total charge of an ion 𝑖 varies with dis-
tance and depends on the diffuse charge 𝑞𝑑,𝑖 , which has the opposite sign to 𝑞𝑖 . This
opposition reduces the effective charge on ion 𝑖 as a function of the 𝑖− 𝑗 separation,
with the rate of approach to the asymptotic value governed by the parameter 𝜉𝑖 𝑗 . In
the present parameterization, 𝜉𝑖 𝑗 is chosen large, so the diffuse charges make only
a small correction to the effective charge at typical intermolecular distances [125].
Independently of this, the Coulomb interaction is damped at long range by theWolf
screening, implemented via the complementary error function erfc(𝛽𝑟𝑖 𝑗). This erfc
factor multiplies all Coulombic terms (fixed–fixed, fixed–diffuse, diffuse–fixed, and
diffuse–diffuse) and represents a general large-distance screening.

The pair potential operates between all pairs of atoms as a non-bonded interaction,
without distinguishing between atoms within the same molecule or across different
molecules. This uniform treatment simplifies the interaction description, making it
dependent solely on interatomic distance. As a result, the model captures a fully
atomistic representation of water that inherently allows for bond dissociation and
formation. By incorporating fixed and diffuse charges, the potential dynamically
adjusts interatomic forces in response to local environments, enabling the realistic
simulation of water dissociation processes. This provides a robust framework for
exploring molecular interactions and chemical reactivity at the atomic level.

𝑈𝑞𝑖−𝑞 𝑗 (𝑟𝑖 𝑗) =
(
𝑞𝑖𝑞 𝑗
𝑟𝑖 𝑗

)
erfc

(
𝑟𝑖 𝑗
𝛽

)
(4.2)

𝑈𝑞𝑑𝑖−𝑞 𝑗 (𝑟𝑖 𝑗) =
(
𝑞𝑑𝑖𝑞 𝑗
𝑟𝑖 𝑗

)
erf

(
𝑟𝑖 𝑗√
2𝜉𝑖 𝑗

)
erfc

(
𝑟𝑖 𝑗
𝛽

)
(4.3)
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𝑈𝑞𝑖−𝑞𝑑𝑗 (𝑟𝑖 𝑗) =
(
𝑞𝑖𝑞𝑑𝑗
𝑟𝑖 𝑗

)
erf

(
𝑟𝑖 𝑗√
2𝜉𝑖 𝑗

)
erfc

(
𝑟𝑖 𝑗
𝛽

)
(4.4)

𝑈𝑞𝑑𝑖−𝑞𝑑𝑗 (𝑟𝑖 𝑗) =
(
𝑞𝑑𝑖𝑞𝑑𝑗
𝑟𝑖 𝑗

)
erf

(
𝑟𝑖 𝑗

2𝜀𝑖 𝑗

)
erfc

(
𝑟𝑖 𝑗
𝛽

)
(4.5)

The contribution corresponding to the repulsive interaction is described by Equa-
tions 4.6–4.8. The terms 𝐴𝑟𝑒𝑝𝑖𝑗 , 𝜀𝑟𝑖𝑗 , 𝐶

6
𝑖 𝑗 and 𝐷8

𝑖 𝑗 (related to two body terms) are ad-
justable parameters with regards to the repulsive and dispersive terms given in
Equations 4.6–4.8.

𝑈rep
𝑖 𝑗 (𝑟𝑖 𝑗) = 𝐴rep

𝑖 𝑗

(
2𝜀𝑟𝑖𝑗
𝑟𝑖 𝑗

)
erfc

(
𝑟𝑖 𝑗

2𝜀𝑟𝑖𝑗

)
(4.6)

𝑈disp
𝑖 𝑗 (𝑟𝑖 𝑗) = −

𝐶6
𝑖 𝑗

𝑟6
𝑖 𝑗

(4.7)

𝑈disp
𝑖 𝑗 (𝑟𝑖 𝑗) =

𝐷8
𝑖 𝑗

𝑟8
𝑖 𝑗

(4.8)

The three-body term is described by the expression

𝑈3body
𝑖 𝑗𝑘 (𝑟𝑖 𝑗 , 𝑟𝑖𝑘 , 𝜃𝑖 𝑗𝑘) = 𝜆𝑖 𝑗𝑘exp

(
Υ𝑖 𝑗

𝑟𝑖 𝑗 − 𝑟◦𝑖 𝑗
+ Υ𝑖𝑘

𝑟𝑖𝑘 − 𝑟◦𝑖𝑘

) (
cos𝜃𝑖 𝑗𝑘 − cos𝜃◦

𝑖 𝑗𝑘

)2
(4.9)

for 𝑟𝑖 𝑗 < 𝑟◦𝑖 𝑗 and 𝑟𝑖𝑘 < 𝑟
◦
𝑖𝑘 , and it is equal to 0 otherwise. The three-body function's

purpose is to adjust the interactions among three atoms based on their deviation
from an ideal angle, represented as cos(𝜃0

𝑖 𝑗𝑘). By employing this function, the model
can produce the desired angular configuration. The parameters in the three-body
potential are configured to specifically regulate the angle between certain triplets
of atoms to a predetermined value. To attain this target angle, 𝜃0

𝑖 𝑗𝑘 is set to a spe-
cific value, which, in conjunction with repulsive interactions between certain pairs
of atoms, results in an energy minimum at the intended angle [125]. This potential
is designed to be active only for specific combinations of atoms 𝑖, 𝑗, and 𝑘, and it re-
mains zero for all other combinations if the three body parameters are not specified.
The three-body term has the adjustable parameters 𝜆𝑖 𝑗𝑘 , Υ𝑖 𝑗 ,, 𝑟◦𝑖 𝑗 and 𝑟

◦
𝑖𝑘 . The full set

of parameters in the Mahadevan-Garofalini potentials is given in Table 4.1.
The original version of the potential included parameters describing pure water

and the interaction between water and silica. The parameterization was further ex-
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Table 4.1: Parameters used for Mahadevan and Garofalini model [125], [126], [165]
Coulombic Terms Repulsive and Dispersive Terms Three-Body Term

𝛽 𝐴rep
𝑖 𝑗 𝜆𝑖 𝑗𝑘

𝜉𝑖 𝑗 𝜀𝑟𝑖𝑗 𝛾𝑖 𝑗
𝜀𝑖 𝑗 𝐶6

𝑖 𝑗 𝑟◦𝑖 𝑗
𝐷8
𝑖 𝑗 𝜃◦

𝑖 𝑗𝑘

tended to include sodium, calcium, and aluminum [121], [165].
Boron is not included in the versions of this potential published in the literature.

This chapter therefore describes an effort to parameterize the force-field terms in-
volving boron. In aqueous environments, boron exists in a pH-dependent equilib-
rium between trigonal boric acid, B(OH)3, and tetrahedral borate, B(OH)−4 . In the
present work, we focus on conditions representative of neutral pH, under which
boron in solution is predominantly three-coordinated as B(OH)3. The force field is
therefore parameterized for B(OH)3 in an aqueous environment, with possible in-
teractions with silica surfaces. It is noted, however, that within the alteration gel the
local chemical environment of boron may be more complex than in bulk solution
and may involve coordination states not explicitly captured by the present parame-
terization.

4.2.2 DFT calculations
The DFT forces were calculated for these structures using the CP2K software pack-
age [166], a widely adopted tool for atomistic simulations and electronic structure
calculations, particularly for condensed-phase and materials science applications.

We employed the double-zeta valencewith onepolarization term (DZVP) basis set
for these calculations. This choice strikes an optimal balance between computational
efficiency and accuracy for electronic structure calculations.

TheGoedecker-Teter-Hutter (GTH)pseudopotentials [167] arewidely used in com-
putational simulations, particularlywithin density functional theory (DFT) , because
they offer an excellent balance between computational efficiency and physical ac-
curacy. These pseudopotentials replace the complex interactions of core electrons
with a smoother, effective potential that accuratelymimics their influence on valence
electrons. With this potential we simplify the interaction by eliminating the need to
explicitly compute tightly bound core states, which would otherwise require high
plane-wave cutoffs and a large number of basis functions, at a significantly increased
computational cost.

The exchange-correlation functional was the Perdew-Burke-Ernzerhof (PBE) func-
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tional [168], formulatedwithin the generalized gradient approximation (GGA) scheme.
The PBE functional improves upon the local density approximation (LDA) by incor-
porating the electron density gradient, thereby enhancing the accuracy of electronic
structure predictions [167].

To ensure the reliability of the calculations, we systematically tested the plane-
wave energy cutoff to achieve convergence of the total energy and forces. After eval-
uating cutoffs ranging from 50 to 600 Ry (1 Ry ≈ 13.6057 eV), we selected an energy
cutoff of 500 Ry. This value was chosen as it provided a convergence of the total en-
ergy without significantly increasing computational cost. Single-point calculations
were performed for each of the 32 structures to compute the DFT forces, which were
subsequently used for the optimization of the classical potential parameters.

The binding energy of the B(OH)3–H2O complex was calculated by computing
the total electronic energy of the optimized complex and subtracting the sum of the
electronic energies of the isolated, optimized monomers—boric acid (B(OH)3) and
water (H2O). The binding energy Δ𝐸bind was computed using the formula

Δ𝐸bind = 𝐸complex − (
𝐸B(OH)3 + 𝐸H2O

)
(4.10)

where 𝐸complex is the energy of the B(OH)3–H2O adduct, and 𝐸B(OH)3 and 𝐸H2O

are the energies of the individual components. The basis set and pseudopotentials
used are similar to the one’s described in the previous paragraph of this section.

4.2.3 Force matching
To optimize the parameters of the interatomic potentials, we employed the force-
matching method [105], [125]. This method was described in several papers [106],
[169], [170]. The primary idea is to tune the parameters of the force field so that they
are able to reproduce the atomic forces determined by DFT calculations. Figure 4.1
shows the flowchart for the force matching procedure. The DL_POLY code was
used for the classical molecular dynamics simulations and CP2K was used for the
DFT calculations.

Detailed force matching work flow
The aim is to minimize the difference between forces calculated from the classical

potentials and forces calculated in DFT for identical atomic configurations, ensuring
the classical potential replicated the forces and the correct local environment of the
systems in the study.

We followed a step-by-step procedure for force matching. Here’s how I carried it
out:

1. Defining the classical potential
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Figure 4.1: A general force matching procedure used for the development of force fields.

The first step is to choose a functional form for the classical potential. Here we
selected the DCRP. The functions include adjustable parameters for the two-body
and three-body terms considered for fitting (see section 4.2.1).

2. Generating the initial structures

The 32 structures were prepared using the DCRP potential, with parameters ob-
tained from a refined initial parameterization. Each structure contained approxi-
mately 600 atoms and was generated independently with random atomic positions
and varying concentrations of boron distributed across four distinct levels. These
concentrations were chosen to span a wide range of chemical environments, en-
abling a comprehensive exploration of the structural and dynamic properties of
aqueous boron systems. The preparation of the initial structures was carefully de-
signed to ensure a diverse set of configurations, which is critical formapping thema-
jority of the forces in the phase space. This diversity was achieved by randomly po-
sitioning the atoms, including boron and other constituent atoms (O and H), within
the simulation box (~18 Å), with a minimal approach distance of 1.9 Å enforced to
prevent unrealistic steric clashes and ensure physical realism. The DCRP potential,
described in Equations 4.1–4.9, was used to describe bond stretching, angle bend-
ing, and non-bonded van der Waals and electrostatic forces, thereby providing a
consistent basis for the generation of these structures.
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Each of the 32 structures underwent a multi-stage relaxation process to achieve
equilibriumand stability. The process beganwith an initial relaxation of 106 timesteps
at 500 K in the NVT ensemble (constant number of particles, volume, and tempera-
ture), which allowed the system to adjust thermally while maintaining a fixed vol-
ume. This was followed by a relaxation of 50,000 timesteps in the NPT ensemble
(constant number of particles, pressure, and temperature) at the same temperature,
enabling the system to find a new equilibrium density by allowing volume fluctu-
ations under constant pressure. The initial density was set at 1.2 g/cm3, and after
these relaxations, the final density stabilized at approximately 1.1 g/cm3, reflect-
ing the system's response to the intermolecular forces and packing efficiency. A
subsequent relaxation of 100,000 timesteps at 300 K in the NVE ensemble (constant
number of particles, volume, and energy) ensured that the system reached a micro-
canonical equilibrium, where total energy was conserved, and dynamic properties
could be accurately assessed. Visual inspection confirmed that the atoms, whatever
the boron concentration, were randomly and uniformly distributed throughout the
simulation box at the end of this stage, indicating a homogeneous and representative
sampling of the configuration space. For all simulation stages, a timestep of 0.1 fs
was used to ensure numerical stability and capture fast atomic motions accurately.

To facilitate force matching process, the dataset was split into two portions: 16
structures were reserved for training, allowing the development and optimization
of models or potentials based on the observed data, while the remaining 16 struc-
tures were reserved for testing, providing an independent set to evaluate the pre-
dictive accuracy and generalizability of the trained models. This split ensures that
the models are not overfitted to a specific subset of configurations and can perform
reliably across the full range of boron concentrations and structural diversity.

The varying boron concentrations were strategically selected to map different lo-
cal environments, from dilute systems where boron acts as a minor perturbation to
concentrated systems where boron-boron interactions become significant.

3. Generating DFT forces for parameter optimization

We conducted high-accuracy DFT simulations on a set of 32 representative atomic
configurations. These configurations were generated from the empirical potentials
in step 2 to cover the range of states relevant to the classical potential. The compu-
tational details are mentioned in section above.

4. Formulating the Objective Function:

We defined an error function that quantifies the discrepancy between the DFT
forces and the classical forces for all atoms in all configurations. We used a common
form, the mean square error (MSE), which is the sum of the squared differences
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between the two sets of forces:

Φ =
1

𝑁𝑎𝑁𝑏
·
∑𝑁𝑏
𝑗=1

∑𝑁𝑎
𝑘=1

���F𝑐𝑙𝑘, 𝑗 − F𝐷𝐹𝑇𝑘,𝑗

���2∑𝑁𝑏
𝑗=1

∑𝑁𝑎
𝑘=1

���F𝐷𝐹𝑇𝑘,𝑗

���2 (4.11)

Here, 𝑁𝑎 is the number of atoms in each configuration and 𝑁𝑏 is the number of
configurations in the training set. The force on atom 𝑘 in configuration 𝑗 is denoted
as F𝑐𝑙𝑘, 𝑗 for the classical force field and F𝐷𝐹𝑇𝑘,𝑗 for the DFT calculation.

The numerator in Eq. 4.11 sums the squared differences between the classical and
DFT forces over all atoms and configurations, so that larger discrepancies contribute
more heavily. The denominator normalizes this error by the total squared magni-
tude of the DFT forces, making Φ dimensionless and allowing comparisons across
systems with different absolute force scales. The prefactor 1

𝑁𝑎𝑁𝑏
averages the error

over all atoms and configurations, ensuring that Φ does not depend on system size
or the number of sampled states.

This formulation is widely used in computational chemistry and materials sci-
ence, particularly for parameterizing or validating classical force fields against high-
fidelity DFT data. A similar strategy has been adopted in the literature [104].

5. Optimizing the Parameters

The objective function is minimized using the MINUIT library [171]. This library,
developed at CERN from the 1970s, is a robust software package for function mini-
mization and error analysis, widely used in scientific computing.

In the optimization process, the simplex minimization technique implemented in
MINUIT’s SIMPLEX subroutine is initially employed due to its derivative-free na-
ture and stability [171]. The Nelder-Mead algorithm, based on the simplex method,
adjusts a simplex of test points to explore the parameter space, making it ideal for
objective functions that are noisy, discontinuous, or whose gradient is difficult to
calculate reliably [171]. Its simplicity and broad exploratory capability ensure it can
handle poor initial estimates efficiently, providing a rough minimum without re-
quiring intensive computation, thus serving as an effective preliminary step before
more precise methods [171].

Subsequently, the MIGRAD minimizer is applied to refine the solution, justified
by its efficiency and accuracy as a variable-metric method. Leveraging gradient and
Hessian information,MIGRADconverges rapidly to theminimum fromagood start-
ing point, such as that provided by SIMPLEX, and offers reliable error estimates via
the Hessian matrix, crucial for scientific validity. Its robustness, including conver-
gence checks and noise handling, ensures precise results, reducing the risk of local
minima and enhancing the statistical reliability of the fit.
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The iterative refinement process, testing the solution on new configurations or
conditions, leverages both techniques to ensure robustness. After a rough mini-
mum is identified using a simplex minimization, MIGRAD refines it, and further
iterations adjust parameters or constraints, re-running the minimization to verify
stability across datasets or scenarios. This approach, supported by MINUIT’s tools,
confirms the solution’s insensitivity to initial conditions or noise, ensuring a pre-
cise, generalizable minimumwith well-characterized uncertainties, maintaining sci-
entific rigor.

4.3 Results: new empirical potential for boron
4.3.1 Performance of potential for Pure silica glass and water (refer-

ence)
The implementation and testing of the DCRP potential developed by Mahadevan
and Garofalini, as reported in the current literature, provide a detailed assessment
of its performance when applied to water and silica systems [125], [165]. In this
section we evaluate the potential’s effectiveness in reproducing forces for systems
for which the parameters have already been tuned. It gives us an idea on the limit
and precision of the potential in reproducing the forces. The analysis is based on
structures initially generated using empirical potentials, with subsequent force cal-
culations performed using DFT for comparison.

For creating initial structures, a 23x23x23 Å3 simulation box containing ~1200 wa-
ter atoms were used. The system underwent initial relaxation for 106 timesteps at
500 K in NVT conditions, allowing thermal adjustment at fixed volume. This was
followed by 50,000 timesteps of relaxation in the NPT condition at the same tem-
perature, enabling equilibrium density adjustment through volume fluctuations un-
der constant pressure. The density was initially 1.1 g/cm³, but it stabilized around
1.0 g/cm³ during relaxation. Starting with a higher initial density of 1.1 g/cm³ en-
sures the system begins in a compressed state, which can be crucial for accurately
simulating the relaxation process. This approach helps the system stabilize at the
desired density of 1.0 g/cm³ while avoiding potential numerical instabilities or con-
figuration issues during relaxation. Further relaxation for 100,000 timesteps at 300
K in NVE conditions ensured microcanonical equilibrium with conserved total en-
ergy for accurate dynamic property assessment. Atoms, whatever the boron con-
centration, were randomly and uniformly distributed, confirmed by visual inspec-
tion, indicating homogeneous configuration space sampling. All stages used a 0.1
fs timestep. This method aligns with force-matching initial structure creation (see
section 4.2.3). The parameters used for simulation are kept in Table 4.2.
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Table 4.2: Parameters of the Two-Body Potential [125], [165]
Parameter Si-O Si-Si O-H O-O H-H
𝐴rep
𝑖 𝑗 (eV) 1666.67 436.95 1425.09 265.29 0

𝜀𝑟𝑖𝑗 0.373 0.64 0.1998 0.61 1
𝐶6
𝑖 𝑗 (eV/Å6) 43.6954 0 0 26.38 0

𝐷8
𝑖 𝑗 (eV/Å8) 0 0 0 0 0

A simulation box of 18 × 18 × 18 Å3 was employed for silica. The silica glass
melt was equilibrated at 4000 K under constant volume to stabilize the system in
a liquid state. This temperature was chosen for consistency with studies from the
literature [154]. The initial volume was chosen to achieve near-zero pressure at the
end of the thermal quench. A thermal quench was then applied with a quench rate
of 5 × 109 K/s, during which the volume remained fixed, allowing only the pres-
sure to vary as the temperature decreased. Following the quench, a relaxation was
performed at 300 K in the NPT ensemble (constant number of atoms 𝑁 , constant
pressure 𝑃, constant temperature 𝑇) for 20 ns to adjust the system to ambient condi-
tions. Subsequently, a final relaxation was conducted at 300 K in the NVE condition
for 5 ns, using the equilibrium volume obtained from the NPT relaxation. The NVT
relaxations employed the Nosé–Hoover thermostat [172], [173], [174], [175] with a
damping parameter of 0.1 ps, while theNPT relaxations used an additional barostat,
also with a damping parameter of 0.1 ps.

These box sizeswere selected to ensure computational feasibilitywhile adequately
representing the interactions. The empirical potentials provided the initial configu-
rations, againstwhich theDCRPpotential’s force predictionswere compared toDFT-
derived reference forces. The parameters for these calculations, including the DZVP
basis set , GTH pseudopotentials , and PBE exchange-correlation functional [167],
similar to what is mentioned in section 4.2.2.

The results indicate that the DCRP potential effectively reproduced the forces cal-
culated by DFT for both water and silica, as demonstrated in Figure 4.2. This figure
illustrates the comparison between the potential-derived forces and DFT reference
forces, showing a reasonable level of agreement. This agreement between the DFT
forces and those from the empirical potential suggests that the potential captures
key interaction characteristics of the systems, making it a viable tool for simulating
water and silica at a reduced computational cost compared to full DFT calculations.

However, a notable difference in precisionwas observed between the two systems.
The potential performed with greater accuracy for water than for silica, a trend also
evident in Figure 4.2. This variation is not unexpected, as the DCRP potential was
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Figure 4.2: The graph shows the x, y, and z components of the force, as calculated from em-
pirical force fields, plotted against the corresponding components of the forces
obtained from CP2K. The black dashed lines on the graph represent perfect cor-
relation between the two sets of force components. The forces for silicon (Si) and
oxygen (O) are shown in blue, while the forces for hydrogen (H) and oxygen
(O) in water molecules are displayed separately. To make the water forces more
distinguishable, they have been shifted upward by 10 eV/Å for clarity.

originally parameterized and fitted for water, with its application to silica represent-
ing an extension of the model.

The analysis (Figure 4.2 and Figure 4.3) serves as a critical visual aid, highlighting
both the strengths of the potential in replicating DFT forces and the differences in
performance between water and silica, thereby providing a clear basis for interpret-
ing the findings.

4.3.2 Empirical potential for Boron: pair interactions
This section describes the process of building, fitting, and validating this two-body
potential (Equations 4.1–4.8), laying the groundwork for later improvements. The
work focused on the B–O, B–H, and B–B interaction pairs while maintaining pre-
existing water parameters to preserve consistency with validated models of H2O
behavior.

The potential form included the Coulombic, repulsive, and dispersive contribu-
tions described in Equations 4.1–4.8. A fixed charge 𝑞𝑖 and a diffuse charge 𝑞𝑑,𝑖
mentioned in Equations 4.1–4.5 were applied following the DCRP approach, with
boron’s charge estimated based on the known oxygen charge. During the force
matching procedure, the fixed and diffuse charges remained constant. The oxygen
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Figure 4.3: The accuracy of the DCRP potential in reproducing forces is evaluated by com-
paring it to the forces calculated using Density Functional Theory (DFT). This
precision is determined by calculating the difference between the forces obtained
from the empirical DCRP potential and those from DFT, where the DFT forces
are subtracted from the empirical potential

charge is 𝑞O = −0.904, while the other fixed charges are determined based on their
ionic valence.

This approach involved generating atomic configurations representative of boron’s
behavior in aqueous systems and calculating the corresponding single-point DFT-
based forces. These were then used to fit the parameters of the two-body potential
as mentioned in section 4.2.1.

Parameters optimized included the repulsive term (𝐴𝑖 𝑗𝑟𝑒𝑝), the exponential decay
distance (𝜀𝑟𝑖𝑗), and the dispersion coefficients (𝐶6

𝑖 𝑗 and 𝐷
8
𝑖 𝑗). These parameters were

adjusted for B–O, B–H, and B–B interactions, enabling more flexible fitting.
Figure 4.4 shows a comparison of forces between empirical potentials and DFT.

The forces for boron are more dispersed from the ideal forces compared to the refer-
ence (liquid water). Figure 4.5 shows that the forces of oxygen and hydrogen atoms
are better reproduced than those of boron, indicating good transferability for the
terms relating to hydrogen and oxygen. The comparison revealed that the model
achieved an accuracy range of approximately -4 to +4 eV/Å, indicating that the pre-
dicted forces closely match DFT results within this margin, which is sufficient for
many simulation purposes, as shown in Figure 4.6.
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Figure 4.4: The graph shows the x, y, and z components of the force, as calculated from
empirical force fields, plotted against the corresponding x, y, and z components
of the forces obtained from CP2K. The diagonal lines on the graph represent
correlation between the two sets of force components. The forces comparison for
Boron in the system is represented in blue while the reference forces for water (in
orange) has been shifted upward by 10 eV/Å for clarity.
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(a) Force comparison for oxygen.

(b) Force comparison for hydrogen.

Figure 4.5: The graph shows the x, y, and z components of the force, as calculated from
empirical force fields, plotted against the corresponding x, y, and z components
of the forces obtained from CP2K. The reference forces for water (in orange) have
been shifted upward by 10 eV/Å for clarity.
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On Figure 4.6, the precision shows divergence from the forces reproduced for sil-
ica (-2 to +2 eV/Å) and water (-1 to +1 eV/Å). This can occur from the choice of
keeping the parameters of oxygen and hydrogen constant in the boron-infused so-
lution. Also, in the current simulation, we don’t modify the charge of boron.

Figure 4.6: Precision in which the DCRP potential can reproduce the forces for the new
parameters concerning Boron in comparison to DFT forces.

The potential energy for the pair interactions is a central element of this study,
visually represented in Figure 4.7. It illustrates how energy varies with interatomic
distance for the B-O, B-H, and B-B pairs. The energy profile shows a sharp increase
at short distances due to the repulsive component, transitioning to a region of attrac-
tion at intermediate distances, and eventually decaying to zero at long ranges.

Afterminimization, the B–Ofirst neighbor distanceswere about 1.38Å, consistent
with experimental values. B–HandB-B interactions do not have aminimumbecause
both are cations. The final values of the parameters are mentioned in Table 4.3. The
potential energy curves for the potentials are shown in Figure 4.7.

However, due to the lack of angular terms, the model was unable to enforce real-
istic bond angles. The average B–O–H angle in boric acid complexes deviated sub-
stantially from DFT predictions, reaching ~165°, in contrast to the expected ~110°
planar geometry.

Fixed-charge models inherently restrict the adaptability of electrostatic interac-
tions. In the DCRP approach, while diffuse charges help dampen the extremes of
ionic charge interactions, they cannot capture real-time charge polarization or local
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Table 4.3: New parameterized term for pair term relating to Boron
Parameter B–O B–H B–B
𝐴rep
𝑖 𝑗 (eV) 0.73501 357.54 18.387

𝜀𝑟𝑖𝑗 0.00015385 0.61923 0.99657
𝐶6
𝑖 𝑗 (eV/Å6) 31.742 326.09 0.065946

𝐷8
𝑖 𝑗 (eV/Å8) 42.782 93.790 1933.5

Figure 4.7: Potential energy for B-O, B-H and B-B terms

changes in electronic density. As such, while this model offers efficiency, it cannot
capture the subtle polarization effects that may impact solvation energy, hydrogen
bonding, or charge transfer behavior.

Notably, cohesive energy calculations were not reliable with this potential. The lit-
erature indicates a delicate interplay of donor and acceptor interactions in B(OH)3
hydration, and fixed-charge models struggle to distinguish these subtle configura-
tions. Consequently, cohesive energies derived from the two-body potential deviate
significantly from reference values and are not discussed in depth. For future refer-
ences this potential will be termed as Potential 1.

4.3.3 Empirical potential for Boron: three body interactions
To accurately capture boron’s complex coordination chemistry (Asdescribed inChap-
ter 1) and angular interactions in aqueous environments, the empirical potential was
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extended to include a three-body term described in equation 4.9, supplementing
the previously fitted two-body potential. This modification was motivated by ob-
servations that the two-body- model only, although competent at reproducing pair-
wise interactions, failed to reproduce angular geometries with sufficient fidelity—
particularly for the B–O–H angle which is crucial for modeling boron local environ-
ment in solution. The first choice was to begin with a two-body potential (the pro-
cess is described in section )—excluding angular or three-body interactions in order
to define the molecular interaction with minimum structural constraint. Then we
add three-body termwhile keeping the parameters for two-body terms as a starting
point and fitting the two body and three body parameters together.

The optimized parameters (after force matching) for the B–O–H three-body term
were: 𝜆 = 27.956, 𝜃0 = 114◦, and a cutoff radius spanning approximately 1.05 Å to
2.98 Å between the relevant atomic pairs. These values correspond closely to the
ideal geometry of boron in aqueous solution.

The inclusion of this angular term led to noticeable improvements in both local
geometry and the accuracy of reproduced atomic forces. As shown in Figure 4.8 and
Figure 4.9, the predicted force components from the modified potential correlated
more strongly with DFT-derived forces for boron atoms, with deviations reduced
from ±4 eV/Å in the two-body-only case to ±2 eV/Å.

Figure 4.10 shows the potential energy curves, the nature of forces is similar to
that of the potential energy terms without the three body terms.

Furthermore, inclusion of the three-body term resulted in more physically realis-
tic bond angle distributions (mentioned in section 4.3.4, Figure 4.11). The B–O–H
angle distributions shifted from an unphysical average of ~165° in the two-body
model to ~120°, closely matching experimental and DFT values (~114–118°). Table
4.4 and Table 4.5 shows the refined parameters with addition of three body terms.

Table 4.4: New parameterized terms for pair term relating to Boron (when the three-body
term is added)

Parameter B–O B–H B–B
𝐴rep
𝑖 𝑗 (eV) 571.63 152.95 20.351

𝜀𝑟𝑖𝑗 0.00087691 0.61516 0.81820
𝐶6
𝑖 𝑗 (eV/Å6) 38.486 130.80 1.4678

𝐷8
𝑖 𝑗 (eV/Å8) 55.088 10.867 1934.4

While the three-body-enhanced potential shows substantial improvements, it in-
troducesminor over-stabilization of certain transient species such asH3O+ and [BO3H]2−.
This may be an artifact of the potential and also the rigidity of the O–H term around
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Figure 4.8: The graph shows the x, y, and z components of the force, as calculated from
empirical force fields, plotted against the corresponding x, y, and z components of
the forces obtained from CP2K. The diagonal lines on the graph represent perfect
correlation between the two sets of force components. The forces comparison for
Boron in the system without the three-body term is represented in blue while the
forces for boron with the three-body term are shown in orange, also the reference
forces H2O are displayed in green. To make the forces more distinguishable the
forces have been shifted upward by 10 eV/Å and 20 eV/Å for clarity.

Table 4.5: Parameters concerning the three-body term for boron.
Parameter Value
𝜆 (eV) 27.956
𝜃𝑖 𝑗𝑘 (deg) 104.0
𝛾 (Å) (ĳ, ik when 𝑗 ≠ 𝑘) 1.0542, 2.9846
𝑟𝑐 (Å) (ĳ, ik when 𝑗 ≠ 𝑘) 2.9624, 2.4717

it. For future reference, this version of the potential will be referred to as Potential 2.

4.3.4 Local environment of Boron
To assess the effectiveness of the newly developed potential in reproducing the local
coordination and bonding environment of boron, we carried out detailed analyses
comparing simulations to DFT-derived reference data and literature benchmarks.
This comparison focused on several structural descriptors: bond lengths, angles,
radius of first and second hydration shells, species distributions, and energetic sta-
bility.

The simulation box was constructed to represent a system containing 50 B(OH)3
molecules and 7,000 water (H2O)molecules, resulting in a total of 21,350 atoms. The
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Figure 4.9: Precision in which the DCRP potential can reproduce the forces for the new
parameters concerning Boron in comparison to DFT forces.

dimensions of the cubic simulation box were approximately 60 Å per side. This size
was chosen to ensure that the system was large enough to capture intermolecular
interactions accurately, while avoiding excessive computational cost.

To achieve a stable and physically realistic structure, the prepared simulation
boxes underwent a series of relaxation steps under different conditions. For the
boron-containing solution, the initial relaxation was performed at constant volume
and temperature for 106 timesteps at 500 K. This high-temperature relaxation al-
lowed for thermal adjustment at a fixed volume, enabling the system to overcome
potential energy barriers and reach a more stable configuration. The timestep for all
simulations was set to 0.1 fs to ensure numerical stability and accuracy in capturing
fast molecular motions.

Following the NVT relaxation, the system was further relaxed under NPT condi-
tions (constant number of particles, pressure, and temperature) for 50,000 timesteps
at the same temperature of 500 K. The barostat allowed for volume fluctuations
under constant pressure, facilitating equilibrium density adjustment. The initial
density of the system was set at 1.1 g/cm³, which stabilized at approximately 1.0
g/cm³ post-relaxation. This density adjustment reflects the interplay of intermolec-
ular forces, such as hydrogen bonding and van derWaals interactions, as well as the
packing efficiency of the molecules within the box.

To ensure that the system reached a microcanonical equilibrium suitable for dy-
namic property assessment, an additional relaxation step was conducted in NVE
conditions (constant number of particles, volume, and energy) for 100,000 timesteps
at a reduced temperature of 300 K. NVE simulations conserve the total energy, pro-
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(a) O–B potential

(b) H–B potential

(c) B–B potential

Figure 4.10: Comparison of the potential energy curves for the B–O, B–H, and B–B terms,
with (purple) and without (green) three-body interactions.

viding reliable trajectories to study time-dependent propertieswithout external tem-
perature or pressure controls.
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A key benchmark was the reproduction of structural parameters (bond lengths
and bond angles) for the solvated boric acid molecule (B(OH)3). The reference DFT
data lists B–O bond lengths of ~1.38 Å and O–H bond lengths of ~0.98 Å. Both
the two-body and three-body fitted potentials accurately reproduced the B–O bond
length, with the three-body potential yielding a slightly improvedO–H bond length
(~1.00 Å vs. 0.96 Å from the two-body-only case).

The B–O–H angle proved to be a critical differentiator. While the two-body po-
tential resulted in an inflated average angle of ~165°, indicative of an overstretched
geometry, the three-body term corrected this deviation, lowering the angle to ~120°,
as shown in Table 4.7. This adjustment aligns closely with experimental and DFT
values (~115°), validating the angular constraints introduced in Section 4.3.3.

Figure 4.11: Angle distribution of species as mentioned in (a) Potential without three body
term and (b) Potential with the three-body term.

Beyond isolated species, we examined the hydration shell and local speciation of
boron in the aqueous simulation box. Figure 4.12 shows the radial distribution func-
tions (RDFs) for the Potential 1, which revealed a clear first hydration shell around
boron, with peak B–O distances near 1.4 Å, consistent with both experiment and
DFT. The radial distribution of Potential 1 and Potential 2 were similar. The coordi-
nation number was computed to be approximately 3, confirming boron’s tendency
to form trigonal planar configurations which was true for both version of the poten-
tials. Figure 4.13 represents the normalized intermolecular radial distribution func-
tion (between B(OH)3 and H2O molecules) to distinguish more clearly the peaks
of the first and second hydration shells (calculated using potential 1). The Water
molecule represents the first hydration shell peak at around 3.38 Å radius and the
second hydration shell around 5.5 Å radial distance.

Species identification based on local bonding motifs (i.e., the number of hydro-
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Figure 4.12: Radial distribution functions (RDFs) for the B–O, O–H, O–O, and H–H
atomic pairs obtained from molecular dynamics simulations

gens and oxygens around the boron ions) provided deeper insights into solution
chemistry. Using the three-body potential (Potential 2), under-coordinated anionic
species such as [BO3H2]− and [BO3]3− appeared frequently. In contrast, the poten-
tial without the three-body contribution producedmore B(OH)3 species as the dom-
inant configuration, with only trace occurrences of anionic species and H3O+, align-
ingwith experimental speciation inmildly acidic solutions. The speciation is shown
in Table 4.6.

Table 4.6: Boron speciation in structures prepared using two empirical potentials.
Species Potential 2 Potential 1
H2O 6874 6979
H3O+ 125 14
OH− 0 7
[BO3H3] 0 43
[BO3H2]− 2 7
[BO3H]2− 20 0
[BO3]3− 28 0

Energetic stability was assessed through cohesive energy and binding energy cal-
culations. The binding energy of a B(OH)3–H2O complex was compared across
methods.
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Figure 4.13: Radial distribution function of Boron with respect to oxygen and hydrogen
atoms of water. The first two peaks of the B-O radial distribution function
represent the first and second hydration shells.

DFT reports a cohesive energy of –2.5 kcal/mol, while the two-body potential
showed significant disparities in calculating this value. Specifically, Potential 2 over-
estimated the cohesive energy at –15 kcal/mol. In a similar study, the calculated
binding energies were in the –4.5 to –7.5 kcal/mol range, depending on conforma-
tion [176] (Table 4.6). These discrepancies in reproducing the cohesive energy can
be attributed to the use of fixed charges in the empirical potential.

To assess the accuracy of themodels, an additional comparison between the exper-
imental structure factor and the results from Potential 1 and Potential 2 is provided
in Appendix B.

4.4 Results: Diffusion coefficient calculation
4.4.1 Free solution diffusion coefficient of Boron
This section investigates the diffusive behavior of boron in bulk aqueous solutions,
focusing on its transport properties as boric acid (B(OH)3) at two distinct concen-
trations: 0.39 mol/L and 1.18 mol/L. Using molecular dynamics (MD) simulations
with the DCRP potential (Potential 1), we quantify the diffusion coefficient of boron
and compare it with that of water in both boron-infused and pure water systems,
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Table 4.7: Comparison of properties for boron compounds across different methods.
Property DFT data Empirical (No

3-body)
Empirical
(3-body)

Literature

Binding
energy of
B(OH)3-H2O

-2.5 kcal/mol – -15 kcal/mol -4.5 kcal/mol, -
7.5 kcal/mol

B-O (Å) 1.38 1.38 1.38 1.38
O-H (Å) 0.98 0.96 1.00 0.98
BOH angle (◦) 110 160 120 115
OBO angle (◦) 120 120 120 122

while also analyzing structural properties to elucidate the mechanisms governing
boron’smobility. By examining concentration effects, residence times, andhydrogen-
bond dynamics, we establish a comprehensive baseline for boron’s behavior in bulk
solution, which is critical for understanding its transport under confinement, as ex-
plored in subsequent sections. These findings address the first key research ques-
tion:

What are the transport properties of boron in an unconfined aqueous solution? and pro-
vide insights into its role in glass alteration processes.

Simulation Setup and Methodology
To study boron’s diffusion, two simulation systems were constructed to repre-

sent boric acid solutions at 0.39 mol/L and 1.18 mol/L. The 0.39 mol/L system
consisted of 50 B(OH)3 molecules and 7000 water (H2O) molecules, totaling 21,350
atoms, within a cubic simulation box of 60 Å × 60 Å × 60 Å (see Figure 4.14). The
1.18mol/L system contained 150 B(OH)3 molecules and 6900watermolecules, yield-
ing 21,450 atoms in a similarly sized box, ensuring comparable atom counts and a
density of approximately 1.0 g/cm3. A pure water system, comprising 8000 water
molecules (24,000 atoms) in a 62 Å×62 Å×62 Å box, served as a reference tomaintain
consistent density and provide a baseline for water’s diffusive behavior. Initial con-
figurations were generated by randomly placing molecules, enforcing a minimum
interatomic distance of 1.9 Å to prevent unphysical overlaps. The DCRP potential,
meticulously parameterized for boron, oxygen, and hydrogen interactions, was em-
ployed to model interatomic forces, accurately capturing Coulombic, repulsive, and
dispersive contributions.

System equilibration followed a rigorous three-stage protocol to ensure thermo-
dynamic stability. First, each system underwent a 1,000,000-timestep (100 ps, with a
0.1 fs timestep) simulation in NVT condition (constant number of particles, volume,
and temperature) at 500 K, facilitating thermal equilibration and allowingmolecules
to overcome local energy barriers. Next, a 50,000-timestep (5 ps) NPT (constant
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Figure 4.14: Simulation box of size 60 Å × 60 Å × 60 Å representing boron in solution.

number of particles, pressure, and temperature) simulation at 500 K and 1 bar en-
abled volume adjustments, stabilizing the density at ~1.0 g/cm³. Finally, a 100,000-
timestep (10 ps) NVE ensemble (constant number of particles, volume, and energy)
simulation at 300 K achieved microcanonical equilibrium, ensuring conserved to-
tal energy for reliable dynamic analysis. The Nosé-Hoover thermostat and barostat,
with a damping time of 0.1 ps, maintained precise temperature and pressure control
during NVT and NPT stages.

To calculate the diffusion coefficient of the boron-containing solution, an ad-
ditional simulation was performed in the NVT ensemble for 1,000,000 timesteps
(equivalent to 100 ps, given the 0.1 fs timestep). This extended simulation provided
sufficient statistical sampling to determine the self-diffusion coefficients of both wa-
ter and boron molecules accurately. The diffusion coefficient is a critical parameter
that quantifies the mobility of particles in the solution and is calculated from the
mean-squared displacement (MSD) of the molecules over time, using the Einstein
relation:
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𝐷 = lim
𝑡→∞

1
6𝑡

〈|r(𝑡) − r(0)|2〉 (4.12)

where 𝐷 is the diffusion coefficient, r(t) and r(0) are the positions of a molecule
at time t and time zero, respectively, and the angle brackets denote an ensemble
average.

Residence times, which quantify how longwatermolecules persist in the solvation
shells of boron or other water molecules, were calculated using the time correlation
function 𝐶𝑅(𝑡).

𝐶𝑅(𝑡) = ⟨ℎ(0)ℎ(𝑡)⟩
⟨ℎ(0)ℎ(0)⟩ (4.13)

Here, ℎ(𝑡) is defined as a binary function that equals 1 if awatermolecule iswithin
the first solvation shell (determined by the first RDF minimum, typically ∼3.5 Å for
O(water)–O(water) and ∼3.38 Å for B–O(water)) at time 𝑡, and 0 otherwise. The res-
idence time 𝜏was then obtained by fitting 𝐶𝑅(𝑡) to a stretched exponential function,

𝐶𝑅(𝑡) ≈ 𝑒−( 𝑡𝜏 )𝛽 (4.14)

where 𝛽 is the stretching exponent. This metric provides insight into the stability
of hydrogen-bonding interactions and their influence on diffusive dynamics. The
formulation follows established approaches reported in the literature [177].

Structural propertieswere characterizedusing radial distribution functions (RDFs),
g(r), which describe the probability of finding a pair of atoms at distance r, offering
insights into solvation shells and hydrogen-bond networks. Coordination numbers
were calculated by integrating the RDF up to the first minimum, reflecting the aver-
age number of neighbors in the first solvation shell. These analyses, combined with
MSD and residence time calculations, provide a comprehensive picture of boron’s
transport and structural behavior.

Diffusion Coefficients
The MSD plots for boron at both concentrations are presented in Figure 4.15. At

0.39 mol/L (Figure 4.15a), the MSD exhibits a linear increase over time, characteris-
tic of Fickian diffusion [178], yielding a diffusion coefficient of 4 × 10−10 m2/s. At
1.18 mol/L (Figure 4.15b), the MSD slope is shallower, indicating reduced mobility,
with a diffusion coefficient of 1.68 × 10−10 m2/s. The diffusion coefficient of boron
in the literature is reported as 1.12 × 10−9 m2/s [179]. Table 4.8 summarizes these
results alongside water’s diffusion coefficients. In the 0.39 mol/L solution, water’s
diffusion coefficient is 2.5 × 10−9 m2/s, identical to that of pure water, which aligns
closely with experimental values (2.3–2.5×10−9 m2/s at 300 K) [180]. At 1.18 mol/L,
water’s diffusion coefficient decreases to 1.63 × 10−9 m2/s, reflecting the impact of
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higher boron concentration.

Table 4.8: Diffusion coefficients of boron and hydrogen in boric acid solutions.
Species 0.39 M Solution 1.18 M Solution

Boron diff. coeff. (m2/s) 3.7 × 10−10 1.68 × 10−10

Hydrogen diff. coeff.
(m2/s)

2.5 × 10−9 1.63 × 10−9

Residence Times
Residence times, derived from the 𝐶𝑅(𝑡) correlation functions (equation 4.13) (Fig-

ure 4.16), are summarized in Table 4.9. In pure water, the O(water)–O(water) resi-
dence time is 1.44 ps with 𝛽 = 0.60, indicating rapid water exchange within a het-
erogeneous hydrogen-bond network. In the 0.39 mol/L boric acid solution, this
increases to 1.60 ps (𝛽 = 0.59), and at 1.18 mol/L it rises further to 2.10 ps (𝛽 = 0.54),
suggesting slower but still heterogeneous water dynamics due to boron’s presence.
The B(boric acid)–O(water) residence time is significantly longer: 8.52 ps (𝛽 = 0.42)
at 0.39 mol/L and 11.07 ps (𝛽 = 0.39) at 1.18 mol/L, reflecting stronger and more
persistent interactions between boric acid andwater molecules in the first hydration
shell. The relatively low 𝛽 values (< 1) in all cases indicate a distribution of residence
times, where some water molecules exchange rapidly while others remain bound
longer; in contrast, if 𝛽 = 1, the decay would be purely exponential, corresponding
to a single, well-defined residence time without such heterogeneity. Although there
is no direct comparison between the residence time of boron and water, the water–
water values may vary depending on the simulation methods employed [181], [182].

Table 4.9: Summary of residence time values
Property O(w)–O(w) B(BA)–O(w)

Res. time in water (ps) 1.44 –
Res. time in BA (0.39 M)
(ps)

1.60 8.52

Res. time in BA (1.18 M)
(ps)

2.10 11.07

4.4.2 Diffusion coefficient in silica nanopores
This study employs MD simulations to explore the transport behavior of boron
within silica nanopores, comparing its diffusion characteristics to those in free aque-
ous solution. The investigation focuses on how nanoscale confinement influences
boron’s mobility, the structural modifications induced by nanopore interactions,
and the implications for borosilicate glass alteration kinetics. Pores with diameters
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(a) 0.39 mol/L

(b) 1.1 mol/L

Figure 4.15: Mean square displacement (MSD) of boron and hydrogen atoms in solution
as a function of time, obtained from molecular dynamics simulations for two
different concentrations: (a) 0.39 mol/L and (b) 1.1 mol/L. The linear increase
in MSD with time indicates diffusive behavior, from which the self-diffusion
coefficients of boron and hydrogen are estimated.
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Figure 4.16: CR(t) as a function of time for O(water)-O(water) and B(Boric acid)-O(water)
pair for (a) 0.39 Mol/L (b) 1.18 Mol/L solution

of 15 Å, 20 Å, and 26 Å were analyzed to assess the effects of pore size and density
on diffusion coefficients. All simulations were carried out using Potential 1. The
boron–silicon (B–Si) interactionwasmodeled using a purely Coulombic termwithin
theDCRP framework, ensuring accurate electrostatic repulsion at the silica interface.
The potential energy curve for the B–Si term is shown in Figure 4.17. These findings
offer critical insights into boron’s behavior in confined environments to replicate the
transport property of the ion in an altered glass.

Preparation of Nanoconfined Structures
The construction of silica nanopore structures was carefully designed to replicate

the nanoscale porosity characteristic of gel-like alteration layers in borosilicate glass.

The preparation of the nanoporous structure was done in three steps.
In the first step, the preparation of the silica glass was carried out in multiple

stages. Initially, the system was equilibrated at 4000 K for 2,000,000 time steps at
constant volume and temperature. Next, a thermal quenchwas performed by reduc-
ing the temperature in 100 K increments until reaching 300 K, with equilibration at
each step for 100,000 time steps, still at constant volume. The equilibrium volume
at 300 K was then established through a 200,000-step NPT MD simulation at 1 bar.
Finally, the system was relaxed for 100,000 time steps in the NVE ensemble using
the previously determined equilibrium state to yield the modeled glass structure.
The initial size of the simulation box was approximately 60×60×100 Å3 with 25,800
atoms; the final size of the box was close to that of the initial glass.

The cylindrical nanopores were created by removing atoms within specified radii
along the 𝑧-axis, yielding cylindrical pores with diameters of 15 Å, 20 Å, and 26 Å.
These pore sizes were selected to span a range from strong confinement, where the
pore diameter is comparable to boron’s hydration shell (∼ 5–6 Å), to weaker confine-
ment, where bulk-like behavior might emerge. After removing the atoms, the silica
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Figure 4.17: Potential energy for B-Si pairs.

slabswith poreswere stabilized duringNVT simulations at 500 K for 1,000,000 steps
and then again at 300 K for 100,000 steps.

The second stepwas to prepare in parallel a solution containing 272B(OH)3 molecules
and approximately 12,000 water molecules with the same size of simulation box as
that of the silica slab. The number of water molecules was fine-tuned for each pore
size tomaintain a consistent average density across systems, with slight adjustments
to account for pore volume differences. Initial molecular configurations were gener-
ated by randomly placing B(OH)3 and water molecules within the pore, enforcing a
minimum interatomic distance of 1.9 Å to prevent steric overlaps.

The third step is accompanied by filling nanopores inside the silica slab by merg-
ing the solution inside the nanopores. Initially, the distance between the interface
and solution is kept to be 2 Å to avoid unphysically high forces near the interface,
the visual representation of the preparation of nanopores is depicted in Figure 4.18.
We started with an initial higher density to avoid voids near the center of the pores.
It is a commonly accepted fact that the density of water is higher near the interface.
Achieving a stable and physically realistic density distribution posed a significant
challenge due to the non-uniform density profile within the pores which is also ob-
served in the literature [183], [184], [185], [186], [187], [188], [189]. Densitywas found
to be elevated near the silica interface, typically 20–30% higher than at the pore cen-
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ter, due to strong interactions between water molecules and surface silanol groups.
This interfacial layering, observed in radial density profiles, led to a risk of voids
forming near the pore center if the system was initialized with a uniform density
of 1.0 g/cm³. To address this, the initial density was set to an elevated value which
stabilized the pore structure by preventing central voids during equilibration. This
approach ensured a uniform distribution of molecules across the pore while accom-
modating the naturally higher density at the interface. This approach is similar to
the works of Zhang et al [190].

Figure 4.18: Process of Nanoporous silica preparation

The system is stabilized using NVT ensemble at 500K for 1,000,000 steps and then
under NVT condition again for 300K for 100,000 steps. For calculation of diffusion
coefficient, the procedure was same as employed in 4.4.1.

Density Profiles and Spatial Heterogeneity
As mentioned in previous section, radial density profiles, shown in Figure 4.19a,

reveal the non-uniform density distribution within the pores. Water density is ele-
vated by 20–30% near the silica interface due to strong hydrogen-bonding interac-
tionswith silanol groups, forming a layered structure that extends several angstroms
into the pore. In contrast, the density near the pore center is lower, resembling bulk-
likewater. To prevent voids in the central region, which could destabilize the system,
the initial density was set to ~1.3 g/cm³. Boron atoms preferentially reside near the
pore center, avoiding the densely packed interfacial layers, while the hydrogen is
attracted towards the interface.

Figure 4.19b illustrates the spatial variation in diffusion coefficients, with the high-
est mobility at the pore center and a sharp decline near the walls, where water



4. Molecular Dynamics 163

(a) Density profiles of water confined in 20 Å.

(b) Diffusion coefficient as a function of distance from the center.

Figure 4.19: (a) Density profiles of confined water. (b) Diffusion coefficient as a function of
distance from the center.

is more ordered. Literature, including work by Mahadevan and Garofalini [42],
confirms that confined fluids exhibit spatially dependent dynamics due to surface-
induced structuring and geometric constraints [42], [130].

Boron Diffusion in Nanopores
Figure 4.20 shows the mean square displacement (MSD) of boron atoms for the

three pore sizes considered. In the 15 Å pore, the MSD curve is nearly flat and may
indicate strongly constrained motion dominated by frequent interactions with the
pore surface. A diffusion coefficient of 1.94 × 10−11 m2 s−1 was estimated from the
MSD slope; however, this value should be interpreted with caution. Because the
MSD may not reach a clear long-time linear (Fickian) regime within the simulated
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timescale, the extracted diffusion coefficient might overestimate the effective long-
range translational mobility and instead reflect short-time, localized motion under
confinement.

Similar limitations may apply to the 20 Å and 26 Å pores, for which diffusion
coefficients of 1.73× 10−11 m2 s−1 and 2.62× 10−11 m2 s−1, respectively, were obtained.
Although the increase inMSD slopewith pore size suggests a progressive relaxation
of confinement effects, the boron dynamics may remain partially non-Fickian, even
in the largest pore. Consequently, these diffusion coefficients should be regarded as
approximate or upper-bound estimates of boron mobility rather than as definitive
measures of long-range diffusion.

Overall, theMSD results suggest a qualitative pore-size dependence, with smaller
pores imposing stronger constraints on boron motion through steric hindrance and
surface interactions. Quantitatively, however, the analysis highlights that diffusion
coefficients derived from non-Fickian or short-time MSD behavior may not directly
represent macroscopic transport.

The suppression of boron’s diffusion is closely tied to the size of its hydration shell.
In free solution, radial distribution functions (RDFs) reveal a first hydration shell at
3.38 Å and a second at 5.5 Å (Figure 4.13). In the 15 Å pore, the pore diameter is only
slightly larger than the combined extent of these shells (~9 Å), causing significant
strain to the hydration structure. This perturbation disrupts the hydrogen-bond net-
work, elevating energetic barriers to diffusion. In larger pores (20 Å and 26 Å), the
hydration shell experiences less disruption, allowing boron to regain somemobility,
though still constrained compared to bulk conditions. Literature [42], [130] supports
this, noting that confinement effects dominate when pore sizes approach molecular
dimensions, amplifying viscous drag and surface interactions.

Water Diffusion in Nanopores
Figure 4.21 shows the mean square displacement (MSD) of hydrogen atoms, rep-

resenting water dynamics, in the nanopore systems containing boron-infused solu-
tion. Water’s diffusion coefficient also decreases under confinement, though less
severely than that of boron. Figure 4.22 presents a comparison between the diffu-
sion coefficients of water in purewater and in boron-containing solution. In the 15Å
pore, water’s diffusion coefficient is 2.34× 10−10 m2/s, compared to 6.98× 10−10 m2/s
for pure water under similar confinement. In the 20 Å pore, the value increases to
4.94× 10−10 m2/s, and in the 26 Å pore, it reaches 7.11× 10−10 m2/s. These values re-
main substantially lower than the bulk water diffusion coefficient of 2.5× 10−9 m2/s,
confirming the effect of confinement. However, water’s smaller molecular size and
simpler hydrogen-bonding network allow greater adaptability compared to boron.

The relative resilience of water’s mobility is evident in the diffusion coefficient ra-
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Figure 4.20: Mean squared displacement (MSD) of boron atoms confined in pores of 15, 20,
and 26 Å diameter.

tios presented in Table 4.10. In the 15 Å pore, water’s diffusion in the boron-infused
solution is reduced by a factor of 2.98 compared to pure water, while boron’s diffu-
sion drops by a factor of approximately 20 relative to its free solution value. This
disparity stems from boron’s larger effective size, stronger hydrogen bonds, and
greater sensitivity to hydration shell disruptions. A study by Risplendi et al. indi-
cate that boric acid forms stronger hydrogen bondswithwater thanwater does with
itself, explaining boron’s pronounced confinement effects [176].

Table 4.10: Diffusion coefficients of H2O and boron for various pore sizes.
Pore size H2O (pure) H2O (B) DBoron DH2O/DH2O(B) DB/DH2O

(Å) (m2/s) (m2/s) (m2/s)
15 6.98 · 10−10 2.34 · 10−10 1.94 · 10−11 2.98 0.083
20 1.21 · 10−9 4.94 · 10−10 1.73 · 10−11 2.44 0.035
26 1.69 · 10−9 7.11 · 10−10 2.62 · 10−11 2.37 0.033

Effect of Pore Size and Density
The 26 Å pore allows diffusion coefficients to approach bulk values, signaling a

transition to weak confinement. In contrast, the 15 Å pore severely restricts motion,
with boron’s mobility nearly ceasing as the pore diameter approaches the hydration
shell size. The elevated interfacial density exacerbates this effect in smaller pores
by enhancing steric and viscous drag near the walls. The deliberate use of an initial
density of 1.2-1.4 g/cm³ ensured stability by filling potential voids, but the resulting
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Figure 4.21: MSD of Hydrogen in nanoconfined boron for pore sizes; 15, 20 and 26 Ang

20–30% density increase near the interface amplified confinement effects, particu-
larly in the 15 Å pore.

Although density played an important role in controlling the diffusion coefficient,
the effect of confinement based onpore size remains the primarydriver, with density
playing a secondary role.

Comparison with bulk solution
In bulk solution, boron’s diffusion coefficient of 0.4 × 10−9 m2/s reflects its ability

to navigate a dynamic hydration shell, with the first and second shells located at
3.38 Å and 5.5 Å, respectively (Figure 4.13). These shells facilitate rapid water ex-
change and hydrogen-bond reorganization, supporting Fickian diffusion [178]. In
contrast, confinement—particularly in the 15 Å pore—compresses the second hy-
dration shell, forcing boron into a constrained coordination environment. This dis-
ruption, coupled with transient hydrogen bonds to silanol groups, accounts for the
dramatic reduction in diffusion. In larger pores, the hydration shell partially recov-
ers, allowing increased mobility, though still far below bulk values. Experimental
studies of confined solutes report similar reductions in mobility when pore sizes
approach molecular scales, validating these observations.

Implications for Glass Alteration
The suppression of boron diffusion in nanopores has profound implications for

borosilicate glass alteration. In alteration gels, nanoscale porosity restricts the trans-
port of mobile species like boron, leading to local accumulation and potential for-
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Figure 4.22: Comparative diffusion coefficient of hydrogen for nanoconfined H2O (orange)
and nanoconfined Boron solution

mation of secondary phases, such as borosilicates. This process reduces effective
porosity and permeability, creating a passivating layer that slows dissolution. The
simulations suggest that pores smaller than 20 Å are particularly effective at immo-
bilizing boron, supporting the protective gel hypothesis. Boron’s greater sensitivity
to confinement compared to water indicates it may act as a bottleneck in transport,
amplifying its role in gel passivation.

Comparison with Experimental Data
While direct measurements of boron diffusion in silica nanopores are scarce, the

simulated trends align with experimental data on related systems. Studies of water
diffusion in mesoporous silica report significant suppression for pores below 30 Å,
mirroring the current findings. The bulkwater diffusion coefficient of 2.5×10−9 m2/s
agrees with experimental values (2.3 − 2.5 × 10−9 m2/s), validating the simulation
methodology. The qualitative consistency between simulated and experimental dif-
fusion reductions with decreasing pore size reinforces the reliability of the DCRP
potential and simulation protocols.

4.5 Discussion
The findings presented in Sections 4.3 and 4.4 allow us to address three questions
concerning the transport properties of boron in aqueous and confined environments,
and their relevance to glass alteration kinetics. This section synthesizes our simula-
tion results with theoretical insights, comparisons to previous literature.

What are the transport properties of boron in free solution?
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Mechanisms Governing B Diffusion
Boron’s diffusion in dilute solution is substantially slower than water’s. At 0.39

mol/L, boron diffuses at 3.7 × 10−10 m2/s, nearly an order of magnitude below
water’s 2.5 × 10−9 m2/s. This disparity arises from boron’s larger effective size
and stronger intermolecular interactions. As B(OH)3, boron maintains a first hy-
dration shell of ∼ 3.38 Å and a second shell at ∼ 5.5 Å, yielding a hydrodynamic
radius greater than water’s ∼ 2.8 Å O–O distance. Its hydroxyl groups act as both
hydrogen-bond donors and acceptors, producing more persistent interactions than
water–water bonds and raising the energy barrier for translational motion.

Increasing concentration further hinders mobility. At 1.18 mol/L, boron’s diffu-
sion decreases by more than half (1.68 × 10−10 m2/s), while water’s mobility drops
by ∼35% to 1.63 × 10−9 m2/s. These reductions reflect the formation of a denser
hydrogen-bond network and increased molecular crowding, effects consistent with
the broadening of the O–O RDF peak. Transient B(OH)3–B(OH)3 associations may
also occur at higher concentrations, further restricting translational motion.

Residence Time Insights
Residence time analysis supports this picture. Water molecules in boron’s hydra-

tion shell persist for 8.5–11 ps, significantly longer than the 1.4–2.1 ps exchange times
in bulk water. The concentration-dependent increase (from 8.52 ps at 0.39 mol/L to
11.07 ps at 1.18 mol/L) highlights the stabilization of boron–water hydrogen bonds
in crowded environments. These lifetimes, characterized by stretched exponential
decays with 𝛽 < 1, indicate heterogeneous dynamics where some water molecules
exchange rapidly while others remain bound much longer. Such heterogeneity is
consistent with observations in other hydrogen-bonded liquids [181], [182].

Structural Stability and Concentration Effects
Despite reduced mobility, the local structure of B(OH)3 remains stable. The B–O

bond length (1.38 Å) and coordination number (∼3) are preserved across concen-
trations, in agreement with DFT and experimental data. This structural stability
reinforces the idea that boron’s reduced mobility is governed not by geometric dis-
tortion, but by its persistent hydration shell and the strengthening of intermolecular
interactions at higher concentrations.

Comparison with Experimental Data
The simulated boron diffusivity at 0.39 mol/L (3.7×10−10 m2/s) is lower than the

experimental value of ∼ 1.1× 10−9 m2/s [179], likely reflecting the limitations of the
DCRP fixed-chargemodel in capturing charge redistribution. Water’s simulated dif-
fusion (2.5×10−9 m2/s) matches experimental measurements at 300 K [180], validat-
ing the methodology. Although absolute values differ for boron, the concentration-
dependent trends are consistent with the established link between solute concentra-
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tion, solution viscosity, and mobility.
Howdo these properties changewhenboron is confinedwithin silica nanopores?
Alterations in Diffusive Mobility
Confinement within silica nanopores severely restricts boron’s diffusion, with

pore size emerging as the dominant control. In the 15 Å pore, boron’s diffusion
coefficient drops to ∼ 2 × 10−11 m2/s, nearly two orders of magnitude lower than
in free solution. At 20 Å and 26 Å, mobility partially recovers, reaching 1.7 × 10−11

and 2.6 × 10−11 m2/s, respectively, but remains well below bulk values. This strong
suppression indicates that steric hindrance and hydration-shell compression govern
boron transport under confinement.

Pore Size Dependence
The confinement effect scales with the overlap between boron’s hydration shell

and the pore walls. In the 15 Å pore, the hydration shell is strongly compressed,
disrupting its natural structure and raising energetic barriers to water exchange. As
pore size increases, steric constraints lessen and hydration shells recover bulk-like
character, though interfacial effects continue to dampen mobility.

Spatial Heterogeneity
Radial density profiles show that water density near silica walls is elevated by 20–

30%, consistent with strong hydrogen bonding to silanol groups [189]. These dense
interfacial layers act as viscous barriers to motion, reducing mobility near the pore
surface. Boron is therefore localized near the pore center, where steric hindrance
is reduced, but still experiences slowed dynamics due to the compressed hydration
shell.

Mechanisms of Confinement Effects
The reduction of boron mobility can be attributed to three mechanisms: steric

hindrance from pore walls, disruption of hydration-shell dynamics, and viscosity
increases associated with interfacial water structuring. Together these factors trans-
form the isotropic diffusion of free solution into an anisotropic, spatially heteroge-
neous process.

Validation and Literature Consistency
These results align with experimental studies of water transport in mesoporous

silica, where pore sizes below 30 Å lead to pronounced diffusion suppression [42],
[130]. The stronger sensitivity of boron compared to water reflects its larger hydra-
tion shell and stronger hydrogen bonds, in agreement with the findings of Risplendi
et al.[176] that boric acid forms more persistent hydrogen bonds than water itself.

Can the transport of boron in silica nanopores be linked to the observed slow-
ing of alteration rates?

Residual Alteration Rate and Gel Passivation
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The immobilization of boron in nanopores offers amechanistic explanation for the
low residual alteration rates of borosilicate glass. Experimental studies show that
nanoporous alteration gel slows dissolution by 2–3 orders of magnitude compared
to initial rates [15], [52], [129]. Our simulations indicate that boron’s diffusivity in
15–26 Å pores falls by nearly two orders relative to bulk solution, consistent with
strong confinement-induced retention within the gel.

Comparison with Experimental Coefficients
Although simulated diffusivities (∼ 10−11 m2/s) remain higher than experimen-

tal measurements in gels (∼ 10−21 m2/s), this discrepancy is expected. Simulations
employ idealized cylindrical pores, whereas real alteration gels are tortuous, chemi-
cally heterogeneous, and subject to progressive pore closure. These features extend
diffusion pathways and can ultimately trap boron, forcing transport to proceed via
slow solid-state mechanisms. The qualitative agreement—that confinement drasti-
cally reduces mobility—remains robust despite quantitative differences.

Coupled Diffusion of Boron and Water
Boron andwater transport are strongly coupled. Boron–water residence times (8–

11 ps) far exceed water–water lifetimes, stabilizing the hydration shell and slowing
solvent dynamics. Conversely, water’s dense interfacial layering increases viscous
drag, further impeding boron motion. This reciprocal inhibition reduces fluxes of
both solute and solvent, reinforcing the passivation of alteration gels.

Transition to Solid-State Diffusion
In the smallest pores, boron’s transport approaches a hopping-like mechanism

within a rigid hydration shell, more akin to solid-state diffusion than to fluid trans-
port. This transition mirrors the extremely low diffusivities reported for mature
alteration gels, where pore connectivity is lost and diffusion pathways collapse [42].
Such conditions account for the persistence of the residual rate phase and the long-
term durability of borosilicate glass.

What are the limits of the potential developed?
The DCRP potential successfully reproduces the qualitative suppression of dif-

fusion under confinement but exhibits several limitations. Its fixed-charge nature
cannot capture polarization effects central to hydrogen-bond energetics, and the use
of purely Coulombic B–Si interactions oversimplifies boron–surface chemistry. The
model also assumes idealized cylindrical pores, neglecting the tortuosity, chemical
heterogeneity, and evolving connectivity of real gels. Furthermore, the solution is
treated as ideal, whereas in real gels the pore solution may be enriched in cations
(e.g., Na, Ca), which can significantly limit transport.

Future work should focus on refining force fields with machine learning-based re-
active potentials capable of modeling charge transfer and bond formation, as well as
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simulating multipore networks that mimic gel morphology. Experimental studies,
such as NMR diffusion measurements, would provide critical validation of boron
speciation and mobility. Bridging the simulated (∼ 10−11 m2/s) and experimental
(∼ 10−21 m2/s) values remains a challenge, but the qualitative agreement strongly
supports the mechanistic role of confinement in boron immobilization.

Conclusion
The development of a potential to simulate boron-water interactions within
the DCRP framework represents a significant advancement in the simulation
of boron in aqueous systems, including in solution confined within silica
nanopores, which is the case in the gel layer on altered borosilicate glasses. By
employing a force-matching approach based on DFT reference data, this poten-
tial enables the execution of large-scale molecular dynamics simulations while
maintaining realistic structural fidelity. Its transferability across both bulk aque-
ous and nanoconfined systems establishes it as a valuable tool for investigating
boron behavior over extended timescales.
Despite some limitations in accurately reproducing the immediate local envi-
ronment surrounding boron, the fitted potentials effectively capture the quali-
tative behavior of boron in nanoconfined silica, serving as a simplified model
for the behavior of boron, an important element in glass, within an alteration
gel. This capability is crucial for understanding the role of boron in material
degradation and stability under confinement.
Simulations reveal that the mean diffusion coefficient of boron in confined
nanopores is at least one order of magnitude lower than that in bulk solution.
Furthermore, as the size of the pores approaches that of the hydration shell of
the boron atom, the diffusion of boron effectively ceases due to extreme con-
finement. This confinement is also relevant to the retention of boron in alter-
ation gels, where boron may become trapped within the pores after being re-
leased from glass alteration. As the pores become increasingly confined, diffu-
sion through them becomes highly restricted, and the primary mechanism for
boron transport shifts to diffusion through the gel skeleton, typically occurring
via solid-state diffusion. This hindrance to water molecule transport within the
confined environment, where the diffusion of water in boron-infused aqueous
solutions is reduced compared to pure water in the same pores, suggests that
boron acts as an obstacle.
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When nuclear glasses undergo aqueous alteration in a confined environment, a

microporous silicate gel layer forms [15], exhibiting passivatingproperties that could
reduce the glass alteration rate by several orders of magnitude, transitioning from a
rapid initial rate to a low, steady-state residual rate critical for long-term stability of
the material. This hydrated, amorphous gel, formed from the glass after release of
soluble elements followed by local reorganization or precipitation, serves as a medi-
ating barrier between the pristine glass and the bulk solution. Its evolving proper-
ties and morphology—characterized by nanometer-scale pores—partly explain the
decreased alteration rate, as the gel reduces fluxes between the pristine glass and
the solution through restricted water transport and limited ion mobility. The gel’s
pore network undergoes maturation over time, where small pores merge into larger
ones through hydrolysis and condensation reactions, reducing pore connectivity
and minimizing the gel’s free energy. Despite advances in modeling and analyti-
cal tools [15], [191], there remains a lack of models linking the temporal evolution
of gel properties to alteration kinetics, necessitating further investigation into the
fundamental mechanisms controlling glass alteration across atomic to macroscopic
scales.

Focusing on simple glasses, this work aims to construct a comprehensive, multi-
scale model of this process by synthesizing insights from a combined approach: in-
tegrating macroscopic experimental data, mesoscale Monte Carlo (MC) modeling,
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and atomic-scale Molecular Dynamics (MD) simulations. By examining a series of
sodium aluminoborosilicate glasses (SBNA1, SBNA4, and SBNA6) with systemati-
cally varied alumina content (under pH 9, 90 ◦C, and a high surface area of glass to
solution volume ratio), we demonstrate that the gel’s evolving nanostructure gov-
erns the transport of key aqueous species such as H2O and B(OH)3. We propose
and substantiate a central hypothesis: the efficacy of the gel as a transport barrier
can be directly indexed by the diffusion mechanism of boron, which undergoes a
decisive transition from a fast, aqueous-like regime to a slow, solid-state regime
as a function of nanoscale pore confinement. This transition is a determinant
mechanism of the residual rate and, by extension, the long-term durability of the
glass.

The assertion that the residual rate is controlled by diffusion through the gel layer
is not new, but a multi-scale validation of the mechanisms at play remains incom-
plete. While kinetic models typically implement an apparent diffusion coefficient to
capture this effect, the mechanisms underlying this parameter are often not detailed
or fully understood. Our integrated approach provides robust, converging lines of
evidence from three distinct scales of analysis. Experiments establish the macro-
scopic reality and correlations; Monte Carlo simulations bridge the scale gap by
modeling the structural evolution of the gel; andMolecular Dynamics reveals the
fundamental, atomic-scale physics of transport in the resulting structures.

At the same time, the multi-scale model highlights significant limitations. The
MC framework is intentionally simplified, designed to offer conceptual insights
into gel maturation, pore formation, and potential pore channel connectivity rather
than replicate the full complexity of glass alteration physics. While it clarifies the
link between pore coalescence and transport restriction, it struggles to reproduce
the intricate pore morphologies observed in Small-Angle X-ray Scattering (SAXS)
or Transmission ElectronMicroscopy (TEM), limiting direct structural comparisons.
Moreover, the treatment of boron is oversimplified, as the model assumes its instan-
taneous transfer to the bulk solution, thereby neglecting slow diffusion within the
gel (estimated at ∼ 10−21 m2/s at pH 9 and 90 ◦C) that governs boron retention and
release kinetics. Likewise, the model neglects the chemical and structural complex-
ity of real nuclear glasses and the impact of irradiation (alpha, beta, gamma) on gel
properties, such as porosity or reactivity. Environmental variability—such as fluc-
tuating pH or groundwater composition—is also absent, although these factors can
strongly affect gel maturation and dissolution. Finally, while this work emphasizes
the role of restrictedwater transport at the gel–glass interface, recent studies indicate
that coupledmechanisms—such as the interplay of glass matrix dissolution and ion
exchange [192]—may also contribute.
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Despite these constraints, the combined experimental–simulation approachpro-
vides thefirstmulti-scale validation that residual alteration is governedbynanoscale
diffusion through the gel, while also establishing a framework to evaluate addi-
tional rate-limitingmechanisms. In doing so, it lays the groundwork for incorporat-
ing diffusion mechanisms, complex glass chemistries, and realistic environmental
conditions into future predictive models of nuclear glass behavior. Building on this
foundation, our multi-scale model aims to address two central questions:

1. How does the glass composition, particularly the aluminum and boron con-
tent, affect the formation and reorganization of the passivating gel layer dur-
ing glass alteration?

2. Can thematuration dynamics of the gel layer be correlatedwith the residual
rate?

5.1 Howdoes the glass composition, particularly the alu-
minum and boron content, affect the formation and
reorganization of the passivating gel layer during
glass alteration?

The formation and reorganization of the passivating gel layer in sodium alumino-
borosilicate glasses (SBNA1, SBNA4, and SBNA6, with 1, 4, and 6 mol% Al2O3, re-
spectively) are critically shaped by the relative contributions of boron and aluminum
to the glass structure and to the dynamics of ion transport and exchange during alter-
ation. Boron increases the degree of disorder within the silicate network, thereby en-
hancing the propensity for rapid restructuring, whereas aluminum has the opposite
effect: by increasing the hydrolysis energy of Si–O bonds it stabilizes the network
and slows down dissolution, while simultaneously reducing the reformation energy
of Si–O bonds, which decreases the rate of gel reorganization [38], [53], [144]. The
interplay of these compositional factors determines not only whether a gel forms
but also the rate and manner in which it reorganizes into a passivating alteration
layer [42], [52].

Effect of composition on pore development: SAXS observations.
Small-Angle X-ray Scattering (SAXS) measurements provide direct insight into

how gel porosity develops as a function of composition. For SBNA1, which contains
high levels of B and Na but little Al, well-defined pores with an average diameter
of approximately 3 nm emerge within only a few days of alteration. These pores
remain remarkably stable for at least one year, and the SAXS intensity consistently
follows Porod’s law [139], [140], indicating a sharp and persistent pore–gel interface.
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SBNA4, with intermediate Al content, exhibits a slower trajectory: in the first weeks,
the pores are poorly defined, but over the course of one year they gradually sharpen
and stabilize around 3 nm. SBNA6, which has the highest Al content, does not reach
such a stabilized state. Instead, the gel remains highly porous and interconnected,
suggesting that higher levels of Al strongly retard the reorganization process. Taken
together, these results show that the final pore sizes of SBNA1 and SBNA4 are com-
parable, but the kinetics of stabilization differ drastically, emphasizing the decisive
role of Al in controlling the mobility of vacancies and the pace of structural rear-
rangement.

Compositional control of restructuring: Monte Carlo framework.
Monte Carlo simulations reproduce these experimentally observed trends by in-

troducing two key parameters: wvacan1, which promotes the long-range redistribu-
tion of vacancies and thereby discourages local pore growth, and wvacan2, which
enhances the local aggregation of vacancies and thus favors pore nucleation and
coarsening processes [156]. The balance between these two parameters determines
both the characteristic timescale and the outcome of gel restructuring. For a given
ratio wvacan2/wvacan1, the model consistently predicts the same final pore size, but
the rate at which this state is reached depends strongly on the absolute values of
the parameters. High wvacan2 accelerates the restructuring process, yet if wvacan1
is too low, pores stabilize prematurely at small sizes, producing a fine and relatively
immobile pore network. By contrast, higher values of wvacan1 allow long-range re-
distribution of vacancies, delaying stabilization but enabling the growth of larger
pores.

These findings highlight that gel restructuring is not governed solely by kinetics
but by the competition between vacancy migration and pore surface energy. Va-
cancies tend to redistribute in ways that minimize the energetic cost of maintaining
pore surfaces, which results in the progressive disappearance of smaller pores and
the gradual growth of larger ones until a stationary state is reached. This correlation
between vacancy migration and surface energy provides a coherent framework for
rationalizing the observed restructuring behavior, and it offers a promising direc-
tion for further exploration in future simulation and experimental studies [42].

Role of Al and B: experimental–simulation correlation.
The convergence of final pore sizes in SBNA1 and SBNA4, despite their differ-

ent kinetics, can be explained by this MC framework. The higher Al content of
SBNA4 reduces vacancy mobility (effectively lowering the value of wvacan1), which
slows the restructuring process. To reach the same final pore size as SBNA1, the
driving force for pore growth, represented by wvacan2, must also be reduced. This
dual effect implies that aluminum simultaneously lowers vacancy migration and



5. Discussion 176

weakens the influence of pore surface energy on restructuring. Boron, on the other
hand, increases structural disorder and thus facilitates rapid gel reorganization [30],
[41], [144]. The combined effect may explain why SBNA1 reorganizes quickly but
remains chemically unstable, whereas SBNA4 and SBNA6 undergo slower reorga-
nization yet ultimately achieve more passivating gels. Experimentally determined
reorganization times illustrate this contrast: approximately 0.4 days for SBNA1, com-
pared with 47 and 134 days for SBNA4 and SBNA6, respectively.

Compositional impact on channel size and transport.
MC simulations further reveal that the matured gel structure contains transport-

limiting channels of about 1 nm in diameter, with no evidence for the development
of larger pathways. These results are in good agreement with experimental studies
on International Simple Glass (ISG), which show hydrated nanopores of approxi-
mately 1 nm [58], a size comparable to that ofwatermolecules and boric acid B(OH)3.
Dynamic Vapor Sorption (DVS) experiments on the CJ2 system confirm that suchmi-
croporosity below 2 nm persists over multi-decade timescales, with SAXS analyses
demonstrating that the pores remain largely isolated and poorly connected [59]. Re-
duced pore connectivity is therefore expected to slow the transport of water and
solutes across the gel–glass interface, thereby contributing to the passivating effect
of the gel.

Compositional effect on chemical maturation: oxygen isotopes.
Physical stabilization of porosity does not necessarily correspond to chemical pas-

sivation. ToF-SIMS isotope tracingusing 18O/16Oratios shows that oxygen exchange
occurs not only through open pores but also within the gel network itself, consistent
with earlier work [52]. SBNA1, which contains more B and Na than the other stud-
ied glasses, displays stronger isotopic exchange than SBNA4 and SBNA6, reflecting
its higher free volume and residual chemical reactivity. In all glasses, enrichment
peaks of 18O at the gel–glass interface and decrease with time, consistent with pro-
gressive chemical reorganization. This indicates that while physical restructuring
may stabilize relatively quickly, chemical processes continue on longer timescales,
with compositional effects playing a central role in governing the rate of this evolu-
tion.

Delayed silicon incorporation in low-Al glass.
Complementary information comes from isotopic tracing of 29Si. For SBNA1, no

enrichment was observed after two months of alteration, contrasting with literature
reports of earlier Si incorporation in similar systems [53]. At six months, however,
significant enrichment was detected, pointing to a delayed onset of Si incorporation
into the alteration gel. This result underscores the sensitivity of SBNA1 to small
changes in composition and solution chemistry, which can shift the balance between
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dissolution–precipitation processes and in-situ reorganization. The delayed incor-
poration of Si suggests that the gel formed on SBNA1 is less stable and more prone
to secondary phase formation, reinforcing the view that Al-rich systems are more
resistant to such instabilities [38].

Distinct but coupled compositional effects on physical and chemical maturation.
A key conclusion is that physical and chemical maturation of the gel do not pro-

ceed synchronously. SBNA1 rapidly develops a stable pore network but remains
chemically reactive for extended periods, as evidenced by both oxygen and silicon
isotope tracers. In contrast, SBNA4 and SBNA6 exhibit slower physical restructuring
but achieve chemical stabilization more quickly, a behavior that can be attributed to
the restraining effect of Al on dissolution and reorganization.

Overall, these findings demonstrate that the alteration gel is a dynamic, composition-
dependent structure whose evolution arises from the interplay of three key factors:
(i) vacancy migration, which governs the kinetics of physical restructuring; (ii) pore
surface energy, which determines stabilization thresholds; and (iii) composition-
dependent chemistry, tuned by B, Na, and Al, which controls the timing and ex-
tent of reactivity. While Monte Carlo simulations capture the essential physics of
vacancy migration and pore coarsening, experimental data provide the additional
chemical dimension, highlighting the central role of composition in dictating both
the rate and the effectiveness of passivation.

5.2 Can thematuration dynamics of the gel layer be cor-
related with the residual rate?

Diffusive processes across the gel layer
The residual alteration rate is controlled by transport phenomena through the

hydrated gel layer. Three diffusive processes are involved: (1) inward diffusion of
water in the gel, (2) penetration of water or hydrated species into the glass network
at the gel–glass interface, and (3) outward diffusion of solvated glass components
(e.g., B, Na) through the gel layer. Among these, the second—the diffusion of water
or hydrated species at the gel–glass interface—appears to be the rate-limiting step.
Understanding how the maturation of the gel alters these pathways is essential to
explain the residual rate.

Experimental evidence of passivation efficiency
Alteration experiments on the SBNA series illustrate the impact of gel maturation

on passivation. SBNA1 undergoes a rapid initial dissolution followed by a sharp
rate drop. The gel that develops retains significant amounts of boron (∼ 15% after 7
days, increasing to 24% after one year), with almost no measurable release of boron
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into the bulk solution. This indicates highly passivating properties and is consistent
with a residual alteration rate as low as 4.0 × 10−4 gm−2d−1. Such behavior suggests
that passivation in this case is not only linked to the formation of a dense outer layer
but also to rapid internal structural reorganization of the gel.

The composition of the glass provides additional insight into these differences.
Low-Al glasses such as SBNA1, enriched in B and Na, tend to release Si quickly,
which has been associated in previous studies with the precipitation of a dense sur-
face layer [52]. By contrast, higher-Al glasses such as SBNA4 and SBNA6 release
Si more slowly, reflecting the network-strengthening effect of alumina. As a result,
their gels mature more gradually and are less effective in limiting B and Na release.
ToF-SIMS analyses revealed that low-Al2O3 glasses reorganize locally without mea-
surable exchange with 29Si from solution. Strikingly, SBNA1 retained boron in the
gel after only 7 days from out expeiments which is consistent with early retention
in previous studies [53], raising the question of whether the observed rapid passi-
vation is due solely to the outer dense layer or also to deeper diffusive processes
within the gel.

In contrast, SBNA4 and SBNA6 exhibit slower maturation (𝜏 ≈ 47 and 134 days,
respectively). Their gels retain little to no boron (∼ 5% for SBNA4, negligible for
SBNA6), and the residual rates are correspondingly higher: 2.4 × 10−3 and 9.5 ×
10−3 gm−2d−1. Diffusion coefficients of boron in these gels are on the order of 10−20 m2/s,
consistent with slow solid-state diffusion. These observations demonstrate how the
efficiency of passivation depends directly on the pace and outcome of gel matura-
tion.

Maturation and pore structure evolution
MonteCarlo simulations provide a structural interpretation of thematuration pro-

cess. Small pores in the gel progressively merge into larger, less connected ones,
reducing interfacial energy until a “pore saturation” state is reached. At this stage,
the pore network consists of stable, transport-limiting channels with characteristic
diameters of about 10 Å.

This evolution is reflected in the alteration kinetics. In silica-saturated conditions,
the residual rate emerges from the combined effect of network dissolution (domi-
nated by Si–O–B bond breaking) and gel densification. As condensation reactions
proceed, the gel reorganizes into a denser Si/Al network. Once pore saturation is
achieved, water transport toward the hydration front is significantly impeded. The
increasingly tortuous pathways in the matured gel slow inward diffusion, establish-
ing the low residual rate.

Molecular-scale mechanisms of nanoconfinement
Tracer experiments combining 10Band 18Ohighlight the restricted transport through
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matured gels. While 18O atoms penetrate to the gel–glass interface, boron species
do not, confirming that hydrated B(OH)3 molecules are too large to traverse the nar-
row pore channels. The estimated boron diffusion coefficient is several orders of
magnitude lower than in bulk solution (∼ 10−9 m2/s).

Molecular Dynamics simulations further reveal the physics of nanoconfinement.
Using a reactive potential [125], with refined parameters for boron in confined pores,
we probed the diffusion of boron and water species in idealized silica nanopores.
The results show a sharp non-linear response: in pores larger than 20 Å, B(OH)3 dif-
fuses freely, but below a critical diameter of ∼ 15 Å its diffusion coefficient drops by
orders of magnitude. This slowdown arises because the hydration shell of B(OH)3
is compressed, and interactions with silanol groups on pore walls immobilize the
species through steric hindrance and transient hydrogen bonding.

The ∼ 10 Å channels predicted by the Monte Carlo model fall well below this
threshold, providing a robust mechanistic explanation for the observed low boron
mobility in matured gels. An additional observation is that the presence of boron
itself can hinder water transport, suggesting a coupled diffusion process across the
gel–glass interface.

Establishing the link to the residual rate
Together, experimental evidence,mesoscopicmodeling, and atomistic simulations

converge on the following picture: the residual alteration rate is governed by the
dynamics of gel maturation. Rapid maturation, as in SBNA1, produces restrictive
nanopores that immobilize boron and impede water transport, yielding very low
residual rates. Slower maturation, as observed for SBNA4 and SBNA6, leaves more
open channels, leading to higher boron mobility and higher residual rates.

Although compositional effects (such as alumina content) influence the pace of
gel development, they act primarily by shaping the kinetics of maturation. It is ulti-
mately the restructuring of the pore network, the degree of nanoconfinement, and
the accessibility of the gel–glass interface that determine the long-term residual rate
of nuclear glass alteration.
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Conclusion
The results of this thesis demonstrate that the drastic drop in alteration rate—by
three to four orders ofmagnitude between the initial and residual regimes—can
be directly explained by the maturation dynamics of the gel layer. Using the
conceptual framework originally proposed by M. Taron [193], we extend and
refine the scheme of alteration presented in Figure 5.1. In this adapted version,
the progress of this thesis is highlighted by the rectangles, which emphasize the
new insights gained.
Specifically, the thesis establishes that:

• Glass composition (Al and B content) governs gel formation and reorga-
nization. Low-Al, B-rich glasses (e.g., SBNA1) reorganize quickly andpro-
duce restrictive nanopores that immobilize boron, while high-Al glasses
(SBNA6) mature more slowly and remain more permeable.

• Gel maturation is the key control of the residual rate. Rapid matu-
ration leads to nanoconfinement of aqueous species in narrow channels
(∼ 10 Å), producing very low residual rates, whereas slower maturation
leaves more open networks and higher long-term release.

• Monte Carlo simulations clarify thematurationmechanism. They show
that maturation is possibly driven by the competition between vacancy
migration (which redistributes free volume and delays stabilization) and
pore surface energy (which favors the coalescence of small pores into
larger, more stable ones).

• Transport-limiting diffusion emerges from nanoconfinement. Boron,
which diffuses freely in solution, becomes immobilized once pore diame-
ters fall below ∼ 15 Å, providing the mechanistic basis for residual passi-
vation.

By combiningmacroscopic experiments, Monte Carlomodeling, andMolecular
Dynamics simulations, this work provides the first multi-scale validation that
the residual rate is governed by nanoscale diffusion through the gel layer.
The integration of these results into the alteration scheme clarifies how compo-
sition, pore network restructuring, and nanoconfinement collectively regulate
the transition from the initial to the residual regime, thus controlling the long-
term durability of nuclear glasses.
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Figure 5.1: Illustration of various alteration scenarios influenced by composition and the
mechanisms governing gel maturation, which regulate the passivation process
and control the residual rate. The scheme is based on the original framework of
M. Taron [193], with the progress of this thesis highlighted by rectangles.

5.3 Perspectives
To advance the understanding of the residual alteration rate in nuclear glasses, sev-
eral improvements to the current Monte Carlo (MC) andMolecular Dynamics (MD)
models are proposed to enhance their predictive accuracy and alignment with ex-
perimental observations.

5.3.1 Monte Carlo Model Enhancements
The current Monte Carlo (MC) model simplifies boron dynamics by assuming that
boron atoms, once released from the glass network via hydrolysis, are instanta-
neously transferred to the bulk solution. This assumption neglects boron diffusion
within the gel layer—a process that is essential for accurately capturing the observed
decrease in boron release over time. Furthermore, the gel structures generated by
theMCmodel currently show discrepancies when compared to experimental obser-
vations obtained through techniques such as Small-Angle X-ray Scattering (SAXS)
and Transmission ElectronMicroscopy (TEM), particularly in terms of pore size dis-
tribution and structural connectivity.

Experimental studies have reported an effective boron diffusion coefficient of ap-
proximately 10�²¹ m²/s at pH 9 and 90 °C within the gel layer, underscoring the
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need to incorporate a diffusion mechanism into the MC framework. Integrating
such a mechanism, as initially explored by Aertsens and co-workers [145] , would
enable amore accurate representation of boron retention and release kinetics. To ad-
dress the additional computational complexity introduced by this enhancement, it
is recommended to accelerate the MC code using GPU parallelization or other opti-
mization techniques. This would allow simulations of larger systems over extended
timescales, thereby facilitating amore comprehensivemodeling of gel evolution and
boron transport that better aligns with experimental data.

In addition, an experimental study could be designed to validate the hypothesis
that glasseswith low aluminum content exhibit a rougher glass–solution interface at
the initial stages of alteration compared to high-aluminum glasses. This experiment
could involve altering glass samples under low surface area-to-volume (SA/V) con-
ditions and characterizing the resulting interfaces using Atomic Force Microscopy
(AFM).

5.3.2 Molecular Dynamics Simulation Improvements
TheMD simulations currently focus on the diffusion coefficient of boron in nanocon-
fined silica pores, revealing critical insights into its transition from an aqueous-like
to a solid-state regime. To broaden the scope, similar nanoconfinement studies can
be extended to other key elements in the glass, such as sodium and aluminum, to un-
derstand their transport behaviors and interactions within the gel layer. The current
Dissociative Charge-Reactive Potentials (DCRP) with fixed charges lead to the for-
mation of under-coordinated anionic species, such as {BO3H2}− and {BO3}3−, which
are not fully representative of the boron local environment. Refining the analytical
form of DCRP potentials by incorporating three-body terms would improve accu-
racy.

Furthermore, developing machine learning potentials offers a transformative op-
portunity to model complex interactions across multiple environments—boron in
solution, within the glass matrix, and at the glass-gel interface. Such a potential
would enable a unified description of boron dynamics, capturing the nuanced chem-
istry and physics at each stage of the alteration process. These enhancements would
alignMD simulationsmore closelywith experimental diffusion coefficients and pro-
vide deeper insights into the atomic-scale mechanisms driving gel passivation.

These improvements aim to bridge the gap between experimental observations
and computational predictions, offering a more robust multi-scale model for under-
standing the long-term durability of nuclear glasses.
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A Appendix A
Experimental conditions. In this section we have presented the raw solution data
from the Experiment in section 2.2.1. Glass powder from the 40–100 µm fraction
was exposed to 50 mL of ultrapure water (18.2 MΩ·cm) with a surface-to-volume
ratio of 50 cm-1, while maintaining a pH of 9.0 ± 0.1 using a 10−2 M LiOH solution
at a temperature of 90°C.

Table A.1: Extracted dataset for SBNA1: Silicon concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(Si) (mg/L) NL(Si) (g/cm2) Eth(Si) (nm)
0 0 50.01 0.00 0 0.00
1 24 50.01 437.81 3.10 × 10−5 125.94
3 72 50.67 394.92 2.80 × 10−5 113.76
4 96 51.46 436.41 3.08 × 10−5 125.36
7 168 52.26 475.53 3.35 × 10−5 136.13
11 264 52.89 451.22 3.19 × 10−5 129.52
28 672 53.63 470.33 3.31 × 10−5 134.64
56 1344 54.30 468.12 3.30 × 10−5 134.06
113 2712 55.09 430.29 3.05 × 10−5 124.18
185 4440 55.97 446.90 3.16 × 10−5 128.45
236 5664 56.59 462.17 3.26 × 10−5 132.33
365 8760 57.29 500.59 3.49 × 10−5 141.97

Table A.2: Extracted dataset for SBNA1: Boron concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(B) (mg/L) NL(B) (g/cm2) Eth(B) (nm)
0 0 50.01 0.00 0 0.00
1 24 50.01 536.14 1.49 × 10−4 605.59
3 72 50.67 526.44 1.46 × 10−4 594.63
4 96 51.46 580.28 1.61 × 10−4 654.52
7 168 52.26 574.34 1.59 × 10−4 648.01
11 264 52.89 571.68 1.59 × 10−4 645.13
28 672 53.63 600.86 1.66 × 10−4 676.27
56 1344 54.30 589.24 1.63 × 10−4 664.03
113 2712 55.09 599.22 1.66 × 10−4 674.39
185 4440 55.97 614.47 1.70 × 10−4 689.98
236 5664 56.59 616.81 1.70 × 10−4 692.35
365 8760 57.29 633.42 1.74 × 10−4 708.94
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Table A.3: Extracted dataset for SBNA1: Sodium concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(Na) (mg/L) NL(Na) (g/cm2) Eth(Na) (nm)
0 0 50.01 0.00 0 0.00
1 24 50.01 847.86 1.32 × 10−4 535.47
3 72 50.67 831.70 1.29 × 10−4 525.26
4 96 51.46 918.39 1.43 × 10−4 579.17
7 168 52.26 887.69 1.38 × 10−4 560.37
11 264 52.89 907.30 1.41 × 10−4 572.24
28 672 53.63 950.12 1.47 × 10−4 597.78
56 1344 54.30 931.45 1.44 × 10−4 586.78
113 2712 55.09 969.83 1.50 × 10−4 609.08
185 4440 55.97 986.37 1.52 × 10−4 618.53
236 5664 56.59 995.41 1.53 × 10−4 623.64
365 8760 57.29 1061.91 1.63 × 10−4 660.79

Table A.4: SBNA4 — Silicon: concentration, normalized loss (NL), and altered layer thick-
ness (Eth).

Days Time (h) S/V C(Si) (mg/L) NL(Si) (g/cm2) Eth(Si) (nm)
0 0 48.80 0.00 0 0.00
1 24 49.86 39.53 3.75 × 10−4 13.11
3 72 50.54 40.88 4.38 × 10−4 14.42
4 96 52.15 45.51 4.38 × 10−4 15.03
7 168 53.81 45.58 4.73 × 10−4 15.62
11 264 54.61 44.92 3.44 × 10−4 16.19
28 672 55.27 49.58 1.70 × 10−4 16.73
56 1344 56.29 52.42 6.7 × 10−5 17.26
112 2688 57.02 51.05 2.4 × 10−5 17.78
169 4056 57.89 57.82 −4.0 × 10−6 18.28
227 5448 58.89 59.45 5.0 × 10−5 18.76
298 7152 59.84 63.13 2.0 × 10−5 19.24
336 8064 60.80 64.08 1.0 × 10−5 19.70
365 8760 61.81 65.55 −1.0 × 10−5 20.15
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Table A.5: SBNA4 — Boron: concentration, normalized loss (NL), and altered layer thick-
ness (Eth).

Days Time (h) S/V C(B) (mg/L) NL(B) (g/cm2) Eth(B) (nm)
0 0 48.80 0.00 0 0.00
1 24 49.86 190.88 1.46 × 10−3 151.35
3 72 50.54 307.39 1.06 × 10−3 266.51
4 96 52.15 402.53 1.14 × 10−3 357.02
7 168 53.81 562.10 1.70 × 10−3 516.52
11 264 54.61 672.38 9.2 × 10−4 627.47
28 672 55.27 1135.71 1.13 × 10−3 1086.13
56 1344 56.29 1537.64 8.6 × 10−4 1485.22
112 2688 57.02 1836.96 1.08 × 10−3 1785.91
169 4056 57.89 2228.62 1.41 × 10−3 2170.80
227 5448 58.89 2397.24 1.31 × 10−3 2337.79
298 7152 59.84 2573.99 1.38 × 10−3 2510.85
336 8064 60.80 2467.29 9.8 × 10−4 2403.20
365 8760 61.81 2443.12 9.6 × 10−4 2377.58

Table A.6: SBNA4 — Sodium: concentration, normalized loss (NL), and altered layer thick-
ness (Eth).

Days Time (h) S/V C(Na) (mg/L) NL(Na) (g/cm2) Eth(Na) (nm)
0 0 48.80 0.00 0 0.00
1 24 49.86 112.80 3.9 × 10−4 21.73
3 72 50.54 192.84 3.7 × 10−4 32.48
4 96 52.15 254.09 3.9 × 10−4 45.70
7 168 53.81 357.52 4.1 × 10−4 67.83
11 264 54.61 439.78 3.1 × 10−4 85.89
28 672 55.27 703.48 3.2 × 10−4 152.60
56 1344 56.29 951.70 3.4 × 10−4 216.55
112 2688 57.02 1071.27 3.9 × 10−4 270.13
169 4056 57.89 1275.00 4.4 × 10−4 341.08
227 5448 58.89 1391.50 5.8 × 10−4 380.71
298 7152 59.84 1605.56 6.5 × 10−4 423.12
336 8064 60.80 1604.29 6.8 × 10−4 418.90
365 8760 61.81 1575.51 7.1 × 10−4 427.58
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Table A.7: Extracted dataset for SBNA6: Silicon concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(Si) (mg/L) NL(Si) (g/cm2) Eth(Si) (nm)
0 0 50.92 0.00 0 0.00
1 24 50.92 29.93 2.02 × 10−6 8.54
3 72 51.45 46.25 3.10 × 10−6 13.15
7 168 52.06 62.24 4.16 × 10−6 17.61
14 336 52.68 73.44 4.88 × 10−6 20.70
28 672 53.21 77.41 5.14 × 10−6 21.78
56 1344 53.96 82.21 5.45 × 10−6 23.07
113 2712 54.59 96.45 6.34 × 10−6 26.86
185 4440 55.20 113.21 7.38 × 10−6 31.28
236 5664 55.85 124.13 8.05 × 10−6 34.11
365 8760 56.46 139.33 8.97 × 10−6 38.03

Table A.8: Extracted dataset for SBNA6: Boron concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(B) (mg/L) NL(B) (g/cm2) Eth(B) (nm)
0 0 50.92 0.00 0 0.00
1 24 50.92 23.23 8.54 × 10−6 36.17
3 72 51.45 47.93 1.75 × 10−5 74.24
7 168 52.06 94.25 3.42 × 10−5 144.77
14 336 52.68 163.25 5.87 × 10−5 248.61
28 672 53.21 246.79 8.81 × 10−5 373.10
56 1344 53.96 359.24 1.27 × 10−4 538.32
113 2712 54.59 548.60 1.92 × 10−4 813.35
185 4440 55.20 737.28 2.56 × 10−4 1084.38
236 5664 55.85 862.63 2.98 × 10−4 1262.33
365 8760 56.46 1044.78 3.58 × 10−4 1518.15

Table A.9: Extracted dataset for SBNA6: Sodium concentration, normalized loss (NL), and
altered layer thickness (Eth).

Days Time (h) S/V C(Na) (mg/L) NL(Na) (g/cm2) Eth(Na) (nm)
0 0 50.92 0.00 0 0.00
1 24 50.92 19.04 4.63 × 10−6 19.62
3 72 51.45 34.87 8.44 × 10−6 35.75
7 168 52.06 65.26 1.57 × 10−5 66.38
14 336 52.68 116.61 2.77 × 10−5 117.51
28 672 53.21 150.10 3.55 × 10−5 150.53
56 1344 53.96 222.80 5.22 × 10−5 221.21
113 2712 54.59 352.78 8.17 × 10−5 346.12
185 4440 55.20 473.25 1.09 × 10−4 460.63
236 5664 55.85 555.29 1.27 × 10−4 537.69
365 8760 56.46 688.97 1.56 × 10−4 661.91
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B Appendix B
X-ray diffraction experiments were performed at the ESRF (Grenoble) on the ID15A
beamline [194], [195] to investigate the structure of aqueous boric acid solutions at
different concentrations. Liquid samples consisted of either pureH2Oor B(OH)3 dis-
solved in H2O at molarities of 1 M. Diffraction patterns were collected under iden-
tical experimental conditions, with additional reference measurements on empty
capillaries and background glass.

The raw scattering intensities were corrected, normalized, and converted into to-
tal structure factors using the GUDRUN software package [196]. This procedure re-
moves background contributions, absorption effects, and multiple scattering, yield-
ing structure factors suitable for direct comparison with simulations.

Figure B.1: Structure factors (SF) of aqueous 1M boric acid solution, compared with pure
water. Experimental scattering data were collected at the ESRF ID15A beam-
line and processed using the GUDRUN software to obtain normalized structure
factors. Simulated SF curves (solid lines) obtained with two different inter-
action potentials are compared with the experimental measurements (dashed
lines). Intensities are normalized and vertically shifted for clarity.

Figure B.1 shows the processed experimental structure factors of boric acid so-
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lutions alongside molecular dynamics simulations performed with two different
interaction potentials (Potential 1 and Potential 2) mentioned in Section 4.3. The
simulated structures of boric acid used for these calculations are the same as those
described in Section 4.4.1. The DCRP water model reproduces the experimental
water structure factor across the full 𝑄 range with accurate peak positions and am-
plitudes, validating the validity of DCRP potential parameters from literature. For
boric acid, both potentials (Potential 1 and Potential 2) place the main peaks cor-
rectly, but Potential 2 (blue) tracks the experimental amplitudes and the damping
of oscillations better especially the first-peak height. Potential 1 (red) shows larger
deviations, with a slightly mis-scaled first peak and over/under-shoots in the mid-
𝑄 oscillations. At high 𝑄, both simulations approach the experimental envelope.
Overall, Potential 2 provides the better quantitative match for B(OH)3 in water.

The good agreement between experiment and simulation confirms that the cho-
sen potentials reproduce the main structural features of boric acid in water.
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